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Abstract
We study fundamental decision problems on linear dynamical systems in discrete time. We focus on
pseudo-orbits, the collection of trajectories of the dynamical system for which there is an arbitrarily
small perturbation at each step. Pseudo-orbits are generalizations of orbits in the topological
theory of dynamical systems. We study the pseudo-orbit problem, whether a state belongs to the
pseudo-orbit of another state, and the pseudo-Skolem problem, whether a hyperplane is reachable by
an ϵ-pseudo-orbit for every ϵ. These problems are analogous to the well-studied orbit problem and
Skolem problem on unperturbed dynamical systems. Our main results show that the pseudo-orbit
problem is decidable in polynomial time and the Skolem problem on pseudo-orbits is decidable. The
former extends the seminal result of Kannan and Lipton from orbits to pseudo-orbits. The latter
is in contrast to the Skolem problem for linear dynamical systems, which remains open for proper
orbits.
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1 Introduction

A (discrete-time) linear dynamical system in m dimensions is defined by a linear map x 7→ Ax

for an m × m rational matrix A. The map specifies how an individual state (a real-valued
vector in m dimensions) evolves over time; a trajectory starting from a state s is given
by the sequence (s, As, A2s, . . .). Linear dynamical systems are fundamental models in
many different domains of science and engineering, and the computability and complexity of
decision problems for linear dynamical systems are of both theoretical and practical interest.

The orbit of a point s is the smallest set containing s and closed under the dynamic map.
The orbit problem for linear dynamical systems asks, given s and t, if t is in the orbit of s [11].
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In a seminal paper, Kannan and Lipton [12] showed that the orbit problem can be decided in
polynomial time. However, a natural generalization of the orbit problem, the Skolem problem,
in which we ask whether the orbit of a given state s intersects a given hyperplane, turns out
to be notoriously difficult and remains open after many decades [20, 16]. A breakthrough
occurred in the mid-1980s, when Mignotte et al. [14] and Vereshchagin [21] independently
showed decidability in dimension 4 or less. These deep results make essential use of Baker’s
theorem on linear forms in logarithms (which earned Baker the Fields Medal in 1970), as
well as a p-adic analogue of Baker’s theorem due to van der Poorten. Unfortunately, little
progress on that front has since been recorded.

The orbit and Skolem problems are defined on the exact dynamics of the linear system.
In dynamical systems theory, one is often interested in “rough” dynamics of a system—in
topological terms, we wish to study closed sets containing the orbit. Orbits arising from
linear dynamics are usually not closed sets. Indeed the orbit of the point 1 under the map
x 7→ 1

2 x does not contain the limit point 0. One way to retain closure is through pseudo-orbits
[8], a concept going back several decades. A pseudo-orbit generalizes the orbit by allowing
arbitrarily small imprecisions throughout the dynamics. For a precision ϵ > 0, we say t is
in the ϵ-pseudo-orbit of s if there is a sequence of points (s = s0, s1, . . . , sn = t) with n > 0
such that ∥Asi − si+1∥ < ϵ for each i ∈ {0, . . . , n − 1}. That is, an ϵ-pseudo-orbit contains a
sequence of points that would be indistinguishable from an orbit if each state were known
only up to precision ϵ. Finally, t is in the pseudo-orbit of s if it is in the ϵ-pseudo-orbit of s

for all ϵ > 0.
One can provide a computational analogue of pseudo-orbits (see [17]). Alice is simulating

the trajectory of a dynamical system but in every iteration, her computation has a rounding
error ϵ. An infinitely powerful adversary, Bob, rounds Alice’s result in an arbitrary fashion
to a new state within a distance of ϵ of the actual outcome. A state t is pseudo-reachable
from s iff Bob can fool Alice into believing that t is reachable in the simulation no matter
how accurate her simulation is.

We can formulate analogous decision problems on pseudo-orbits. The pseudo-orbit problem
asks, given a linear dynamical system and two states s and t, whether t is in the pseudo-orbit
of s. The hyperplane pseudo-reachability (or pseudo-Skolem) problem asks, given a linear
dynamical system, an initial state s, and a hyperplane, if there is an ϵ-pseudo orbit from s

that intersects the hyperplane for every ϵ > 0.
In this paper, we study decision problems for pseudo-orbits of linear dynamical systems.

We show that the pseudo-orbit problem is decidable in polynomial time and that
the Skolem problem is decidable in full generality on pseudo-orbits.

We proceed in two steps. First, we generalize Kannan and Lipton’s analysis to show that
the pseudo-orbit problem can be decided in polynomial time. Our proof involves a careful
examination of the eigenvalues of the matrix A, similar to Kannan and Lipton’s proof. More
generally, we show that pseudo-reachability to a bounded semi-algebraic set is decidable.

Next, we consider the hyperplane pseudo-reachability (a.k.a. pseudo-Skolem) problem.
Our proof again proceeds by a case analysis on the eigenvalues of A. The most challenging
case is when there is an eigenvalue of modulus greater than 1. We analyze a series whose
terms are polynomial-exponential functions of n ∈ N associated with the dynamics. We
show that the infimum of this sum can be effectively computed. The proof of effective
computability uses tools from Diophantine approximation as well as a reduction to the
decision problem for the theory of real closed fields.

We show that the dynamics pseudo-reaches the hyperplane in case the infimum of the
above sum is 0. If the infimum is non-zero, we prove that we can find an effective bound
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N such that the dynamics pseudo-reaches the hyperplane iff, for sufficiently small ϵ, it
pseudo-reaches the hyperplane within N steps.

Putting everything together, we conclude that the pseudo-Skolem problem is decidable.
Other related work. The study of pseudo-orbits goes back to Anosov, Bowen, and Conley
[1, 3, 8]. Conley [8] formulated the fundamental theorem of dynamical systems: the iteration
of any continuous, possibly non-linear, map on a compact metric space decomposes the space
into a chain-recurrent part (the pseudo-orbit analogue of a period orbit) and a gradient-like
part. Our results imply that deciding if a state is chain recurrent is decidable for linear
systems.

In linear systems theory, controllability is a fundamental property of linear systems [19].
Controllability states that the system can be controlled from any point to any other point.
However, this may require unboundedly large control actions. A pseudo-orbit can be seen as
a stronger notion, where we ask if the dynamics can be controlled from a starting point to an
ending point no matter how small the control input is: if a state belongs to the pseudo-orbit,
then for every ϵ, there is a sequence of control inputs each bounded in norm by ϵ that steers
the system to that state.

2 Linear Dynamical Systems

Notation. The sets of natural numbers (including zero), rational numbers, real numbers,
and algebraic numbers are denoted by N, Q, R, and Q, respectively. We assume a standard
representation of algebraic numbers in terms of their defining polynomials, by which we can
perform arithmetic operations and test equality in polynomial time in their representation
(see, e.g., [6]).

For any column vector x = [x1, x2, . . . , xm]⊤ ∈ Rm, we use the notations ∥x∥2 :=
√

x⊤x

and ∥x∥∞ := maxi |xi| to indicate respectively the two norm and infinity norm of x. For any
matrix A = [aij ]i,j ∈ Rm×m, we define ∥A∥2 and ∥A∥∞ to indicate respectively the (induced)
two norm and infinity norm of A. Note that ∥Ax∥2 ≤ ∥A∥2 ∥x∥2 and ∥Ax∥∞ ≤ ∥A∥∞ ∥x∥∞
for all x ∈ Rm. We write 0 ∈ Rm for the zero vector and 1 ∈ Rm for the all-ones vector. We
denote by ρ(A) the spectral radius of a matrix A, which is the largest absolute value of the
eigenvalues of A. For any A ∈ Rm×m and any γ > ρ(A), recall that there is a constant c > 0
such that ∥An∥2 ≤ cγn for all n ∈ N.
Discrete-Time Linear Dynamical Systems. An m-dimensional discrete-time linear
dynamical system is specified by an m × m matrix A of rational numbers. The trajectory
determined by an initial state x0 ∈ Rm is the sequence (xn)n≥0 given by

xn+1 = Axn, (n ∈ N).

We call the set O(A, x0) := {xn | n ∈ N} the orbit of x0.
For any ϵ > 0, an ϵ-perturbed linear dynamical system has state trajectories (xn)n≥0

such that

xn+1 = Axn + dn, (n ∈ N),

where A is as before and dn ∈ [−ϵ, ϵ]m for all n. For an initial state x0 ∈ Rm, we define
the ϵ-pseudo-orbit Õϵ(A, x0) of the dynamics as the set of states reachable in the perturbed
dynamics. More formally, define

for n = 0, Õ(n)
ϵ (A, x0) := {x0},

for all n ∈ N, Õ(n+1)
ϵ (A, x0) := {Ax + d ∈ Rm | x ∈ Õ(n)

ϵ (A, x0), d ∈ [−ϵ, ϵ]m}, and

CVIT 2016
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Õϵ(A, x0) :=
⋃

n≥0 Õ(n)
ϵ (A, x0).

Finally, we define the pseudo-orbit Õ(A, x0) :=
⋂

ϵ>0 Õϵ(A, x0) as the intersection of all
the ϵ-pseudo orbits of x0, for all ϵ > 0. Clearly, O(A, x) ⊆ Õ(A, x) for any A and x.

We will make use of the following characterization, which follows directly from the
definition: Any t ∈ Õϵ(A, s) is of the form t = Ans +

∑n−1
i=0 Aidn−i−1 for some n ∈ N and

some sequence of perturbations di with ∥di∥∞ ≤ ϵ.
We also need the following properties of Õϵ(A, x) and Õ(A, x).

▷ Claim 1 (Transitivity). For every A and ϵ > 0, and for states s, t, u ∈ Rm, if t ∈ Õϵ(A, s)
and u ∈ Õϵ(A, t) then u ∈ Õϵ(A, s). If t ∈ Õ(A, s) and u ∈ Õ(A, t), then u ∈ Õ(A, s).

▷ Claim 2 (Closure). For every A, ϵ > 0, and state s ∈ Rm, the sets Õϵ(A, s) and Õ(A, s)
are closed sets.

▶ Problem 3 (Orbit problem). Given A ∈ Qm×m and s, t ∈ Qm, decide whether t ∈ O(A, s).

A celebrated result of Kannan and Lipton [12] shows that the Orbit Problem is decidable
in polynomial time.

▶ Theorem 4. [12] The orbit problem is decidable in polynomial time.

In this paper, we study the following problems.

▶ Problem 5 (Pseudo-orbit problem). Given A ∈ Qm×m and s, t ∈ Qm, decide whether
t ∈ Õ(A, s).

▶ Problem 6 (Hyperplane pseudo-reachability problem). Given A ∈ Qm×m, s ∈ Qm, and a
hyperplane cT · x = v for c, v ∈ Qm, decide whether Õϵ(A, s) intersects the hyperplane for all
ϵ > 0.

The following summarizes our main theorem.

▶ Theorem 7 (Main Theorem).
1. The pseudo-orbit problem is decidable in polynomial time.
2. The hyperplane pseudo-reachability problem is decidable.

The rest of the paper is devoted to the proof of this theorem.

2.1 Preliminaries
First we establish that pseudo-orbits can be translated with change of bases.

▶ Proposition 8. For matrices A, B, Q ∈ Rm×m with A = QBQ−1 and for any x ∈ Rm,
we have Q Õγ2(B, Q−1x) ⊆ Õϵ(A, x) ⊆ Q Õγ1(B, Q−1x), where γ1 = ϵ

∥∥Q−1
∥∥

∞ and γ2 =
ϵ/ ∥Q∥∞. Moreover, Õ(A, x) = Q Õ(B, Q−1x).

We will use Proposition 8 with matrix A represented using the Jordan canonical form.
Jordan Decomposition. For a given rational square matrix A one can compute change of
basis matrix Q and Jordan normal form J so that A = QJQ−1 and J = diag(J1, J2, · · · , Jz)
with Ji representing the ith Jordan block taking the following form

Ji =


Λi 1 0 . . . 0 0
0 Λi 1 . . . 0 0
...

...
. . . . . .

...
...

0 0 0 . . . Λi 1
0 0 0 . . . 0 Λi

 , (1)
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where Λi denotes the ith eigenvalue of A. The size of Ji is equal to the multiplicity of the
eigenvalue Λi and is denoted by κ(Λi).
Real Jordan form. For any A ∈ Rn×n having complex eigenvalues, matrices Q and J in
the Jordan normal form could have complex entries. In this case, the complex eigenvalues
form complex conjugate pairs and give a real Jordan form: there are real matrices Q and J

such that A = QJQ−1 and J = diag(J1, J2, · · · , Jz). The matrix Ji represents the ith real
Jordan block corresponding to either a real eigenvalue Λi or a complex pair Λi = ai ± jbi. It
is equal to (1) for real Λi and has the following form for the complex pair Λi = ai ± jbi,

Ji =


Λi I2×2 02×2 . . . 02×2 02×2

02×2 Λi I2×2 . . . 02×2 02×2
...

...
. . . . . .

...
...

02×2 02×2 02×2 . . . Λi I2×2
02×2 02×2 02×2 . . . 02×2 Λi

 , (2)

where with abuse of notation, we have indicated Λi =
[
ai −bi

bi ai

]
. I2×2 and 02×2 denote

identity and fully zero matrices of size 2 by 2.
The real Jordan normal form and the change of basis matrices Q and Q−1 can be

computed in polynomial time (see [4] and also Appendix D).
Computing matrix powers. If A = QJQ−1, then we have An = QJnQ−1 for n ∈ N,
where Jn = diag(Jn

1 , Jn
2 , . . . , Jn

z ) and

Jn
i =


Λn

i nΛn−1
i

(
n
2
)
Λn−1

i · · ·
(

n
k−1
)
Λn−k+1

i

0 Λn
i nΛn−1

i · · ·
(

n
k−2
)
Λn−k+2

i
...

...
...

. . .
...

0 0 0 · · · nΛn−1
i

0 0 0 · · · Λn
i

 .

3 The pseudo-orbit problem is decidable in polynomial time

In this section, we show that Problem 5 is decidable in polynomial time. Fix a matrix A and
let J be the real Jordan form for A. Proposition 8 shows that Õ(A, x) can be obtained from
the pseudo-orbit Õ(J, x). Our decidability proof involves a case analysis on the modulus of
the eigenvalues of J . We first consider the cases where J is a single block, i.e.,

J =


Λ I

Λ
. . .
. . . I

Λ

 with Λ =
[
a −b

b a

]
and I =

[
1 0
0 1

]
, or Λ = [r] and I = [1], (3)

with real matrix entries a, b, r ∈ R.
We shall case split on the spectral radius ρ(J), which is the absolute value of the unique

eigenvalue of the Jordan block J . We consider three cases: ρ(J) < 1, ρ(J) = 1 and ρ(J) > 1.
The following lemma will be useful in relating the first and third cases. Its proof is simply
by reversing time.

CVIT 2016
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▶ Lemma 9 (Reversibility Lemma). For any invertible matrix A ∈ Rm×m, x ∈ Õϵ(A, s)
implies s ∈ Õγ(A−1, x) with γ = ϵ

∥∥A−1
∥∥

∞. Moreover,

x ∈ Õ(A, s) ⇐⇒ s ∈ Õ(A−1, x). (4)

▶ Lemma 10 (Eigenvalues inside the unit circle). Let J ∈ Rm×m be a Jordan block of the
form (3) with ρ(J) < 1. For every s ∈ Rm,

Õ(J, s) = O(J, s) ∪ {0} = O(J, s),

where O(J, s) denotes the closure of the orbit.

Proof. We prove the lemma by showing there is a constant C > 0 satisfying

O(J, s) ∗= O(J, s) ∪ {0}
∗∗
⊆ Õ(J, s)

†
⊆
⋂
ϵ>0

⋃
z∈O(J,s)

B(z, Cϵ)
§
⊆ O(J, s), (5)

where B(z, ϵ) := {y ∈ Rm | ∥z − y∥2 ≤ ϵ} is the closed ball with respect to two norm with
center z and radius ϵ. It is easy to see that equality (*) holds since all the eigenvalues of
J are inside the unit circle, limn→∞ Jn = 0, and 0 is the only limiting point of any state
trajectory.

It is also easy to see that inclusion (**) is correct. Note that for any ϵ > 0, O(J, s) ⊆
Õϵ(J, s) and the set Õϵ(J, s) is closed by definition. Taking intersection over ϵ > 0, we get
O(J, s) ⊆ Õ(J, s) with Õ(J, s) being a closed set. Therefore, O(J, s) ⊆ Õ(J, s).

We now choose a value of C which allows us to prove inclusion (†). First pick γ

such that ρ(J) < γ < 1. Next choose c1 to be a constant (which is guaranteed to exist)
satisfying ∥Jn∥2 ≤ c1γn for all n ∈ N, and finally set C := c1m/(1 − γ). We show that
Õϵ(J, s) ⊆

⋃
z∈O(J,s) B(z, Cϵ) for any ϵ > 0. Take any x ∈ Õϵ(J, s). Then there is a sequence

(d0, d1, . . .) and n ∈ N such that ∥di∥∞ ≤ ϵ and x = Jns +
∑n−1

i=0 J idn−i−1. Now

∥x − Jns∥2 =

∥∥∥∥∥
n−1∑
i=0

J idn−i−1

∥∥∥∥∥
2

≤
n−1∑
i=0

∥∥J i
∥∥

2 ∥dn−i−1∥2 ≤
n−1∑
i=0

c1γimϵ ≤ c1mϵ

1 − γ
= Cϵ,

We then get x ∈ B(z, Cϵ) for z := Jns ∈ O(J, s).
The inclusion § can be proven by taking an arbitrary point y ̸∈ O(J, s) and showing that

there is an ϵ > 0 for which y ̸∈ B(z, Cϵ) for all z ∈ O(J, s). Note that the complement of
O(J, s) is an open set, which means there is a θ > 0 such that B(y, θ) ∩ O(J, s) = ∅. Taking
ϵ such that Cϵ < θ will give the intended result. ◀

Additionally, we prove the following lemma (that will be useful later) about the behaviour
of pseudo-orbits when all eigenvalues are inside the unit circle.

▶ Lemma 11. Let A ∈ Rm×m and s ∈ Rm. If ρ(A) < 1, then for every δ > 0 there exists
an effectively computable N ∈ N and ϵ > 0 such that after time N , all ϵ-pseudo-orbits are
contained inside the ball B(0, δ).

Proof. Let (xn)n∈N denote an ϵ-pseudo-orbit starting from s with a sequence of disturbances
(dn)n∈N. Suppose ρ(A) < 1 and let γ ∈ (ρ(A), 1). There is a constant c > 0 satisfying
∥An∥2 ≤ cγn for all n. Then we get

∥xn∥2 =

∥∥∥∥∥Ans +
n−1∑
k=0

Akdn−k−1

∥∥∥∥∥
2

≤ ∥An∥2 ∥s∥2 +
n−1∑
k=0

∥∥Ak
∥∥

2 ∥dn−k−1∥2

≤ cγn ∥s∥2 +
n−1∑
k=0

m ϵ cγk ≤ cγn ∥s∥2 + m ϵ c

1 − γ
.
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Taking ϵ = δ(1 − γ)/(2mc) and N with γN ∥s∥2 ≤ δ/(2c) gives the intended result. ◀

▶ Lemma 12 (Eigenvalues outside the unit circle). Let J ∈ Rm×m be a Jordan block of the
form (3) with ρ(J) > 1. For every s ∈ Rm, we have Õ(J, 0) = Rm and Õ(J, s) = O(J, s) if
s ̸= 0.

Proof. In this case, J is invertible and all eigenvalues of J−1 are inside the unit circle. We
apply the Reversibility Lemma 9 and Lemma 10.

x ∈ Õ(J, s) ⇐⇒ s ∈ Õ(J−1, x) ⇐⇒ s ∈ O(J−1, x) ∪ {0} ⇐⇒ s = 0 or x ∈ O(J, s).

Therefore, any x is in Õ(J, s) if s = 0, and Õ(J, s) = O(J, s) for s ̸= 0. ◀

▶ Lemma 13 (Eigenvalues on the unit circle). Let J ∈ Rm×m be a Jordan block of the form
(3) with ρ(J) = 1. For every s ∈ Rm, we have Õ(J, s) = Rm.

Proof. The key part of the proof is to show that 0 ∈ Õ(A, s) for any s and for any A having
the eigenvalues on the unit circle. Once we show this, we know that s ∈ Õ(A−1, 0) is true
for any s and any matrix A due to the Reversibility lemma. Stated for the inverse of A and
any x, we get x ∈ Õ(A, 0). Since pseudo-orbits are transitive, we have x ∈ Õ(A, s) for any x

and s, which is the intended result.
We show 0 ∈ Õ(A, s) equivalently by replacing A with its Jordan form J and doing

induction on the structure of J . The proof has two stages. The first stage is to show that
0 ∈ Õ(J, s) for all s when J has a single block simple eigenvalues. The second stage is to
show that we can sequentially increase the multiplicity of eigenvalues and multiple blocks.

Base case: Suppose J =
[
a −b

b a

]
with a2 + b2 = 1 or J = r with |r| = 1. Observe that

the multiplication by J does not increase the two norm of a vector. Hence setting

dn =
{

−ϵ · Jxn

∥Jxn∥2
if ||Jxn||∞ > ϵ,

−Jxn otherwise,

we obtain the ϵ-pseudo-orbit (x0 = s, x1, x2, . . . , xm, 0, 0, . . .) from any s where ∥xk∥2 =
∥xk−1∥2 − ϵ for k ≤ m, which gives 0 ∈ Õ(J, s).

Inductive case: We show that if 0 ∈ Õ(J1, s1) and 0 ∈ Õ(J2, s2) for all s1 and s2 of

appropriate dimensions, we also have 0 ∈ Õ(J, s) with J =
[
J1 B

0 J2

]
for any B and any

s with appropriate dimensions. Let us partition any state x = (x1, x2) according to the
dimensions of J1 and J2. Let ϵ > 0 and s = (s1, s2). By the assumption, there exist ϵ-
perturbations (d2

0, d2
1, . . . , d2

N−1) that bring s2 to 0 under J2. Let dn = (0, d2
n) for 0 ≤ n < N

be a sequence of ϵ-perturbations for the linear system with mapping J . We obtain the
sequence (x0 = s, x1, . . . , xN ) with x2

N = 0: the ϵ-perturbations d0, . . . , dN−1 have brought
the second coordinate to 0. By the assumption, we also have 0 ∈ Õϵ(J1, x1

N ), which gives
ϵ-perturbations (d1

0, . . . , d1
M ) that bring x1

N to 0 under J1. Let us expand the sequence of
perturbations for the linear system J with dn+N = (d1

n, 0) for 0 ≤ n ≤ M . It is easy to see
that (d0, . . . , dN+M ) bring the system from s to 0 due to the structure of J that is upper
triangular.

◀

We now consider the general case where J has multiple blocks.

CVIT 2016
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▶ Definition 14. Let J ∈ Rm×m be a real Jordan block matrix and s ∈ Rm. We define

∆(J, s) :=


Rm if ρ(J) = 1 or, ρ(J) > 1 and s = 0,
{0} if ρ(J) < 1,
∅ otherwise.

The following lemma states that certain points in the pseudo-orbit of real Jordan blocks
are ϵ-pseudo reachable exactly at any sufficiently large time step, for every ϵ > 0. The lemma
provides the flexibility to “synchronize” reaching parts of the state for different Jordan blocks.

▶ Lemma 15 (Synchronization Lemma). Let J ∈ Rm×m be a Jordan block with eigenvalue λ.
For s ∈ Rm, t ∈ ∆(J, s) if and only if for every ϵ > 0 there exists Nϵ ∈ N such that for all
N > Nϵ, there exists an ϵ-pseudo-orbit (xi)i∈N of s under J such that xN = t.

Proof. |λ| < 1 and ∆(J, s) = {0}. By Lemma 10, 0 ∈ Õ(J, s) and hence for every ϵ > 0,
there exists Nϵ such that t = 0 can be ϵ-pseudo reached at time Nϵ. Now simply observe
that once an ϵ-pseudo-orbit reaches 0, it can remain there forever by setting all future
perturbations to zero. To prove the other direction, suppose t ̸= 0. By Lemma 11, there
must exist a time bound T such that for sufficiently small ϵ, all ϵ-pseudo-orbits of s after
time T are contained in B(0,

∥t∥2
2 ). Hence for sufficiently small ϵ no Nϵ with the the

specified property can exist.
|λ| = 1 and ∆(J, s) = Rm. In the proof of Lemma 13, for every t ∈ Rm and ϵ > 0 we
construct an ϵ-pseudo-orbit from s that visits 0 followed by t. Let Nϵ be the number
of steps required to ϵ-reach t. We can postpone visiting t to any time step N > Nϵ by
simplying waiting at the point 0 for N − Nϵ steps.
|λ| > 1, s = 0 and ∆(J, s) = Rm. Similarly to the case above, in Lemma 12 for each ϵ

we construct an ϵ-pseudo-orbit that visits t at time Nϵ, and reaching t can be delayed
arbitrarily by spending a necessary number of steps at 0 at the beginning.
|λ| > 1, s ̸= 0 and ∆(J, s) = ∅. Let t ∈ Rm. In this case, observe that there must exist a
time bound T such that for sufficiently small ϵ, all ϵ-pseudo-orbits of s after time T are
contained outside B(0, 2 ∥t∥2). Hence for sufficiently small ϵ no Nϵ with the the specified
property can exist. ◀

There are two modes of pseudo reachability: via orbit, or at larger and larger time steps
for smaller ϵ.

▶ Lemma 16. Let A ∈ Rm×m and s, t ∈ Rm. If there exists N such that for every ϵ, t is
ϵ-pseudo-reachable from s within the first N steps, then t ∈ O(A, s).

Proof. Suppose such N exists. By continuity of the map x 7→ Ax, for every δ > 0 there
exists ϵ > 0 such that for every ϵ′ < ϵ and ϵ′-pseudo-orbit (xi)i∈N,

∥∥xi − Ais
∥∥

2 < δ for
0 ≤ i < N . Hence the intersection of the first N elements of all ϵ-pseudo-orbits is exactly
{s, As, . . . , AN−1s}. ◀

▶ Lemma 17. For J = diag(J1, . . . , Jl) in real Jordan normal form and s ∈ Rm,

Õ(J, s) = O(J, s) ∪ Πl
i=1∆(Ji, si).

Proof. Suppose t = (t1, . . . , tl) ∈ Πl
i=1∆(Ji, si). That is, for every ϵ and 1 ≤ i ≤ l there

exists an ϵ-pseudo-orbit (xi
j)j∈N of si under Ji that reaches ti. By Lemma 15, for every ϵ

there exist ϵ-pseudo-orbits (yi
j)j∈N of s1, · · · , sl that reach t1, . . . , tl, respectively, at the same
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time N . That is, yi
N = ti for 1 ≤ i ≤ m. Hence (y1

i , . . . , yz
i )i∈N is an ϵ-pseudo-orbit of s

under J that reaches t.
Now suppose t ∈ Õ(J, s) \ O(J, s). We prove, by a case analysis on Ji, that ti ∈ ∆(Ji, si)

for 1 ≤ i ≤ l. The main idea is that if t is pseudo-reachable but not reachable, then in order
to reach it via an ϵ-pseudo-orbit one will need longer and longer time horizons as ϵ → 0
(Lemma 16).
1. ρ(Ji) < 1. Since t is not in the orbit, we can find a sequence N1 < N2 < · · · of time steps

and ϵ1 > ϵ2 > · · · of perturbations such that t is ϵj-reachable from s earliest at time Nj .
In particular, ti is ϵj reachable from si at time Nj for every j. But by Lemma 11 this
means that |ti| < δ for every δ > 0. Hence ti = 0 ∈ ∆(Ji, si).

2. ρ(Ji) = 1. Since in this case ∆(Ji, si) = Rκ(i), trivially ti ∈ ∆(Ji, si).
3. ρ(Ji) > 1 and si = 0. Since in this case too ∆(Ji, si) = Rκ(i), trivially ti ∈ ∆(Ji, si).
4. ρ(Ji) > 1 and si ̸= 0. This case cannot arise, as similarly to Case 1, one can argue that if

pseudo-reaching ti requires larger and larger time steps as ϵ → 0, then |ti| > δ for every δ.
But in this case no such ti can exist. ◀

Proof. (of Theorem 7(1)). We now put everything together to show the pseudo-orbit problem
is decidable in polynomial time. Given A ∈ Qm×m, and s, t ∈ Qm, we compute (in polynomial
time) matrices Q, J, Q−1 ∈ (R∩Q)m×m such that A = QJQ−1 and J is in real Jordan normal
form (Appendix D). Then, we compute t′ = Q−1t and s′ = Q−1s, and by Proposition 8 we
have that t ∈ Õ(A, s) if and only if t′ ∈ Õ(J, s′). It remains to decide whether t′ ∈ Õ(J, s′).
For this we use the characterization described in Lemma 17. To decide whether t′ ∈ O(J, s′),
observe that Q−1t ∈ O(J, Q−1s) ⇐⇒ t ∈ O(A, s), and whether t ∈ O(A, s) is an instance
of the Orbit Problem and can be decided in polynomial time.1 Finally, it remains to check
whether ti ∈ ∆(Ji, si) for each block Ji, which can be done easily given the simplicity of
∆(Ji, si). ◀

We end the section with an application of Theorem 7(1). A set S is pseudo-reachable
from s under A if for every ϵ > 0, there exists a point xϵ ∈ S that is ϵ-pseudo-reachable from
s under A. An algebraic set is the set of zeros of a collection of polynomials. A semialgebraic
set is a union of algebraic sets and projections of algebraic sets. We show (in Appendix B.2)
that we can decide if a bounded semialgebraic set is pseudo-reachable, by reducing the
problem to the pseudo-orbit problem.

▶ Theorem 18. Given A ∈ Qm×m, x0 ∈ Qm, and a bounded semialgebraic set S, it is
decidable if S is pseudo-reachable from x0 under A.

4 Hyperplane pseudo-reachability is decidable

In this section, we prove Theorem 7(2). First we consider the case where we are given:
a hyperplane H = {x ∈ Rm : c⊤x = v} with (c, v) ∈ (R ∩ Q)m × (R ∩ Q),
J = diag(J1, . . . , Jz) ∈ (R ∩ Q)m×m in real Jordan normal form, and
a starting point x0 ∈ (R ∩ Q)m.

We show how to decide if for every ϵ > 0 there exists an ϵ-pseudo-orbit (xi)i∈N of x0 under
J that hits the hyperplane H, i.e. c⊤xN − v = 0 for some N ∈ N.

1 Technically, [12] consider the orbit problem for rational inputs and we require the orbit problem where
the input can contain algebraic numbers. However, a polynomial time algorithm is still possible.
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A block Ji is relevant with respect to hyperplane H = {x : c⊤x = v} if the coefficients of
c at the coordinates corresponding to Ji are not all 0. Intuitively, dimensions corresponding
to blocks that are not relevant can simply be omitted from the analysis as they do not play
a role in determining whether a point is in H or not. Relevant eigenvalues of J are the
eigenvalues of relevant blocks. The relevant spectral radius, written ρH(J), is the largest
modulus of all relevant eigenvalues. Our proof is based on a case analysis on the relevant
spectral radius of J . We shall see that the proof is simple when the relevant spectral radius
is ≤ 1 but requires more technical ideas when it is > 1.

▶ Lemma 19 (Case ρH(J) ≤ 1). Fix a matrix J in real Jordan normal form, a starting state
x0, and a hyperplane H = {x : c⊤x = v}.
1. If ρH(J) = 1, then H is pseudo-reachable.
2. If ρH(J) < 1 and 0 ∈ H then H is pseudo-reachable. If ρH(J) < 1 and 0 /∈ H, there

exists an effectively computable time bound N such that H is pseudo-reachable if and only
if there exists 0 ≤ i ≤ N such that J ix0 ∈ H (that is, H is reachable from x0 under J

after at most N steps).

Proof. First suppose ρH(J) = 1. We write J = diag(Jh, Jr), where ρH(Jh) = 1 and
ρH(Jr) < 1 (observe that wlog we can assume the blocks of J have non-decreasing spectral
radius when listed from top to bottom) and correspondingly set s = (sh, sr), c = (ch, cr).
Note that ch ̸= 0 by the relevance of at least one of eigenvalues of modulus 1.

By Lemma 10 we know 0 ∈ Õ(Jr, sr). By Lemma 13, we can select y such that c⊤
h y−v = 0

and y ∈ Õ(Jh, sh). Therefore, invoking Lemma 15, for every ϵ > 0 we can find N ∈ N and
construct ϵ-pseudo-orbits (xh

n)n∈N and (xr
n)n∈N such that xh

N = y and xr
N = 0, which implies

that for the ϵ-pseudo-orbit xn = (xh
n, xr

n), c⊤xN − v = c⊤
h y + c⊤

r 0 − v = 0 as desired.
Now suppose ρH(J) < 1.

Case 1: v = 0. Since 0 ∈ H and the origin is pseudo-reachable from x0 (Lemma 10), H is
pseudo-reachable.

Case 2: v ̸= 0. Using Lemma 11, and setting δ = |v|/(2 ∥c∥2), we can find ϵ > 0 and
horizon N ∈ N after which every ϵ-pseudo-orbit is trapped in B(0, δ). Thus, the hyperplane
cannot be pseudo-reached after time N , as the hyperplane does not intersect with B(0, δ). It
remains to check if the hyperplane is pseudo-reachable at any of the first N time-steps. In
fact, for a bounded time interval, a hyperplane is pseudo-reachable iff it is reachable. This is
because the effect of finitely many disturbance terms (d0, . . . , dN−1) can be made arbitrarily
small for small enough ϵ. Therefore, decidability in this case only requires checking if the
bounded orbit (yn)0≤n≤N hits the hyperplane before the time horizon N , that is, if there
exists a time-step 0 ≤ n ≤ N such that c⊤yn − v = 0, which is clearly decidable. ◀

We now consider the case ρH(J) > 1. The main ideas of our proof are as follows:
1. A point xn in the ϵ-pseudo orbit belongs to the hyperplane (c, v) if c⊤xn − v = 0. In

particular, c⊤xn − v can be written as a sum over exponential polynomials in eigenvalues
of different sizes.

2. We factor out the scaling factor corresponding to the top eigenvalues, leaving a sum over
normalized eigenvalues, together with a sum over disturbances (of order ϵ) and additional
terms which go to zero with large n.

3. We relate hyperplane pseudo-reachability to the limit inferior of the sum over normalized
eigenvalues. If the limit is zero, we show the hyperplane is pseudo-reachable. If the
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limit is positive, we show there is an effective bound N such that if the hyperplane is
pseudo-reachable, it is reachable within N steps.

4. We apply results from Diophantine approximation and the theory of reals to compute
the limit inferior of the sum over normalized eigenvalues.

Fix J = diag(J1, . . . , Jl) ∈ (R∩Q)m×m, a starting point x0 ∈ (R∩Q)m, and a hyperplane
H = {x ∈ Rm | c⊤x = v} with c, v ∈ (R ∩ Q)m. We assume without loss of generality that
all blocks are relevant.
Step 1: Analysing c⊤xn − v. Let L = ρH(J) > 1 be the largest modulus of a relevant
eigenvalue of J and suppose the blocks are arranged in non-increasing order of the modulus
of eigenvalues. In particular, let t ≤ l be such that the first t blocks (t for “top”) have
ρ(J1) = · · · = ρ(Jt) = L > 1. We call the eigenvalues of these blocks the top eigenvalues.
The remaining blocks satisfy L > ρ(Jt+1) ≥ · · · ≥ ρ(Jl).

Let (di)i∈N be a sequence of perturbations and (xi)i∈N the resulting pseudo-orbit. We
have that for all time steps n,

c⊤xn − v = c⊤

(
Jnx0 +

n−1∑
k=0

Jkdn−k−1

)
− v =

l∑
i=1

(
ciJn

i xi
0 + ci

n−1∑
k=0

Jk
i di

n−k−1

)
− v,

where for all 1 ≤ i ≤ l, ci, xi
n di

n are projections of c⊤, xn and dn, respectively, onto the
coordinates governed by Ji. Observe that ci is a row vector for every i.
Step 2: Normalized sum. We define a normalized version of this sum by factoring out Ln

(the size of the top eigenvalues) and nD, where we define D in such a way that we normalize
polynomials in n that appear in the sum. Observe that for 1 ≤ i ≤ t (the top eigenvalues),

ciJn
i =


[
pi

1(n)λn + pi
1(n)λn · · · pi

2κ(i)(n)λn + pi
2κ(i)(n)λn

]
if Ji has eigenvalues λ, λ[

pi
1(n)ρn · · · pi

κ(i)(n)ρn
]

if Ji has a single eigenvalue ρ

for polynomials pi
1, . . . , pi

κ(i) (with algebraic coefficients) where κ(i) is the multiplicity of the
block Ji.

We define D to be the largest number such that the monomial nD appears with a non-zero
coefficient in at least one of ciJn

i for 1 ≤ i ≤ t. (Note that if all entries of c are non-zero
D + 1 is equal to the largest multiplicity of a top eigenvalue block of J , as can be seen from
the description of powers of a Jordan block in Section 2.)

We can now define

f(n) := c⊤ · xn − v

LnnD
=

l∑
i=1

(
ci Jn

i

LnnD
xi

0 + ci
n−1∑
k=0

Jk
i

LnnD
di

n−k−1

)
− v

LnnD

For notational convenience we define vector-valued functions gi(n) := ci Jn
i

LnnD for 1 ≤ i ≤ l.
The following technical lemma summarizes the relevant properties of these scaled terms.

▶ Lemma 20 (Normalization Lemma).
1. For 1 ≤ i ≤ t (top eigenvalues),

∥∥gi(n)
∥∥

∞ = O(1) (with respect to n).
2. For t + 1 ≤ i ≤ l (non-top eigenvalues), limn→∞

∥∥gi(n)
∥∥

∞ = 0.
3. There exists 1 ≤ j ≤ t and effectively computable N ∈ N and C > 0 such that n > N =⇒∥∥gj(n)

∥∥
∞ > C.

Proof. We address each point individually.
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1: For 1 ≤ i ≤ t let Ji have eigenvalues λ and λ (the case where Ji has a single real
eigenvalue is similar but simpler) and observe that

gi(n) =
[

pi
1(n)
nD

(
λ
L

)n + pi
1(n)
nD

(
λ
L

)n

· · · pi
2κ(i)(n)

nD

(
λ
L

)n +
pi

2κ(i)(n)
nD

(
λ
L

)n
]

.

By the definition of top eigenvalues, |λ| = L and thus λ
L and λ

L have modulus 1. By
construction of nD, the polynomials pi

1(n), . . . , pi
2κ(i) all have degree at most D and hence

the terms pi
1(n)
nD , . . . ,

pi
2κ(i)(n)

nD are bounded from above by a constant.

2: For t + 1 ≤ i ≤ l let Ji have eigenvalues λ and λ and observe that

gi(n) =
[

pi
1(n)
nD

(
λ
L

)n + pi
1(n)
nD

(
λ
L

)n

· · · pi
κ(i)(n)

nD

(
λ
L

)n +
pi

κ(i)(n)
nD

(
λ
L

)n
]

.

By construction |λ| < L and thus γ := λ
L and γ have moduli |γ|, |γ| < 1. The polynomials

pi
1(n), . . . , pi

2κ(i)(n) may not be asymptotically bounded by nD (since nD was constructed
only considering top eigenvalues). However, it is clear that the exponentially vanishing

(
λ
L

)n

and
(

λ
L

)n

will dominate the polynomials and all entries of gi(n) will thus vanish.

3: Observe that by construction of nD, there must exist a top eigenvalue block Jj (1 ≤ j ≤ t)
for which at least one polynomial in cjJn

j has degree D. Let r > D be the multiplicity of
the block Jj , which has the form of a real Jordan matrix with a single block (Eq. (3)) with
sub-blocks Λ. One can write

cjJn
j =

[
cj

r cj
r−1 · · · cj

0

]


Λn nΛn−1 (
n
2
)
Λn−1 · · ·

(
n

r−1
)
Λn−r+1

0 Λn nΛn−1 · · ·
(

n
r−2
)
Λn−r+2

...
...

...
. . .

...
0 0 0 · · · nΛn−1

0 0 0 · · · Λn

 , (6)

where cj
k for 1 ≤ k ≤ r corresponds to a row vector of size two or one, respectively, when Λ

is a 2 × 2 or 1 × 1 matrix. Analyzing this product, we see that cj
r, . . . , cj

D+1 = 0, cj
D ̸= 0 and

the single entry of cjJn
j whose polynomial component has degree D is exactly cj

D

(
n
D

)
Λn−D.

We define Λ̂ := Λ/L. Note that
∥∥∥Λ̂
∥∥∥

2
= 1. Now observe that for this block Jj , we have

gj(n) = 1
LnnD

cjJn
i = cj

D

1
D! Λ̂

n + 1
n

(O(1)).

Therefore, there exists sufficiently large N such that for all n ∈ N,

n > N =⇒
∥∥∥∥ 1

LnnD
cjJn

j

∥∥∥∥
∞

>
1
2

∥∥∥∥cj
D

1
D! Λ̂

n

∥∥∥∥
∞

>

∥∥∥cj
D

∥∥∥
2

4D! .

Thus we have shown Point 3 with C = ∥cj
D∥2

4D! . ◀

Step 3: Conditions for reachability and non-reachability. Now we are ready to
attack our original problem. Going back, H is ϵ-pseudo-reachable if and only if f(n) = 0 for
some disturbance sequence (di)i∈N with di ∈ [−ϵ, ϵ]m for all i. We analyze how f(n) can be
brought to 0 in this way.
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▶ Lemma 21. Let

D = lim inf
n→∞

∣∣∣∣∣
t∑

i=1
gi(n)xi

0

∣∣∣∣∣ . (7)

If D = 0, then H is pseudo-reachable. If D > 0, there exists a computable time bound N

such that H is pseudo-reachable if and only if it is reachable (in the standard sense) within
the first N steps.

Proof. Suppose D = 0. Take an arbitrary ϵ > 0. We argue that H is ϵ-pseudo-reachable.
Recall that

f(n) =
l∑

i=1

(
ci Jn

i

LnnD
xi

0 + ci
n−1∑
k=0

Jk
i

LnnD
di

n−k−1

)
− v

LnnD

=
l∑

i=1

(
gi(n)xi

0 + ci
n−1∑
k=0

Jk
i

LnnD
di

n−k−1

)
− v

LnnD
.

Let I be such that
∥∥gI(n)

∥∥
∞ > C, for C > 0 and sufficiently large n (Point 3 of the

Normalization Lemma). We construct a pseudo-orbit with all perturbations set to zero
except di

0 and obtain

f(n) = cI Jn−1
I

LnnD
dI

0 +
t∑

i=1
gi(n)xi

0 +
l∑

i=t+1
ci Jn

i

LnnD
xi

0 − v

LnnD
.

Intuitively, we will use the term cI Jn−1
I

LnnD dI
0 to cancel out the remaining summands above,

but we have to argue that this can be done using a disturbance of size at most ϵ. Moreover,
observe that cI Jn−1

I

LnnD is very close to gI(n). Formally, we first find N large enough such that∥∥gI(N)
∥∥

∞ > C,∥∥∥∑l
i=t+1 ci JN

i

LN ND xi
0 − v

LN ND

∥∥∥
∞

< C2

∥Ji∥∞

ϵ
2 (possible because for t + 1 ≤ i ≤ l, ρ(Ji) < 1

and L > 1), and∥∥∥∑t
i=1 gi(N)xi

0

∥∥∥
∞

< C2

∥Ji∥∞

ϵ
2 (possible because lim infn→∞

∥∥∥∑t
i=1 gi(n)xi

n

∥∥∥ = 0).
Finally, we determine the value of di

0. Without loss of generality, assume that gI(N) is of
the form

[
C ′ · · ·

]
where |C ′| > C, that is the first entry of gI(N) is large. We then observe

that cI JN−1
I

LN ND dI
0 = gI(N)J−1

I dI
0 and set

dI
0 = JI ·

[
− 1

C′

(∑t
i=1 gi(N)xi

0 +
∑l

i=t+1 ci JN
i

LN ND xi
0 − v

LN ND

)
0 0 · · · 0

]⊤

to obtain

cI JN−1
I

LN ND
dI

0 = −

(
t∑

i=1
gi(N)xi

0 +
l∑

i=t+1
ci JN

i

LN ND
xi

0 − v

LN ND

)

and hence f(N) = 0.
Now suppose D > 0. Recall

f(n) =
l∑

i=1

(
gi(n)xi

0 + ci
n−1∑
k=0

Jk
i

LnnD
di

n−k−1

)
− v

LnnD

=
t∑

i=1
gi(n)xi

0 +
l∑

i=t+1
ci Jn

i

LnnD
xi

0 +
l∑

i=1
ci

n−1∑
k=0

Jk
i

LnnD
di

n−k−1 − v

LnnD
.
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In this case we shall construct a time bound N after which for all sufficiently small value of
ϵ, the term

∑t
i=1 gi(n)xi

0 will dominate the other summands. Let 2∆ > 0 be a lower bound
on lim infn→∞ |

∑t
i=1 gi(n)xi

0| > 0. We shall see how to obtain such a bound effectively later
(Lemma 22). We compute N with the following properties.

For all n > N ,
∣∣∣∑t

i=1 gi(n)xi
0

∣∣∣ > ∆. Possible because lim infn→∞

∣∣∣∑t
i=1 gi(n)xi

n

∣∣∣ > 2∆.

For all n > N ,
∣∣∣∑l

i=t+1 ci Jn
i

Lnnd xi
0

∣∣∣ , ∣∣ v
Lnnd

∣∣ ≪ ∆. The former is possible because for
t + 1 ≤ i ≤ l, ρ(Ji) < L.
For sufficiently small ϵ, for all n > N ,

∣∣∣ci
∑n−1

k=0
Jk

i

Lnnd di
n−k−1

∣∣∣ ≪ ∆ for 1 ≤ i ≤ l. To see
that this is always possible, observe that∣∣∣∣∣ci
n−1∑
k=0

Jk
i

Lnnd
di

n−k−1

∣∣∣∣∣ ≤
n−1∑
k=0

∥∥∥∥ci Jk
i

Lnnd

∥∥∥∥
∞

Mϵ (where fixed M bounds the matrix dimension)

and

lim
n→∞

n∑
k=0

∥∥∥∥ci Jk
i

Lnnd

∥∥∥∥
∞

≤ lim
n→∞

n∑
k=0

∥∥∥∥ci 1
Ln−k

Jk
i

Lkkd

∥∥∥∥
∞

= lim
n→∞

n∑
k=0

∥∥∥∥ 1
Ln−k

gi(k)
∥∥∥∥

∞
.

Recalling Point 1 of the Normalization Lemma,
∥∥gi(n)

∥∥
∞ = O(1) and hence

lim
n→∞

n∑
k=0

∥∥∥∥ 1
Ln−k

gi(k)
∥∥∥∥

∞
= O(1),

by bounding the sum
∑n

k=0
∥∥ 1

Ln−k gi(k)
∥∥

∞ from above by a geometric sequence. Therefore,∑n−1
k=0

∥∥∥ci Jk
i

Lnnd

∥∥∥
∞

Mϵ can be made ≪ ∆ by choosing ϵ to be sufficiently small.
Once we have chosen N , by the properties above we will have that for all n > N , for
sufficiently small ϵ,

|f(n)| ≥

∣∣∣∣∣
t∑

i=1
gi(n)xi

0

∣∣∣∣∣−

∣∣∣∣∣
l∑

i=t+1
ci Jn

i

Lnnd
xi

0 +
l∑

i=1
ci

n−1∑
k=0

Jk
i

Lnnd
di

n−k−1 − v

Lnnd

∣∣∣∣∣ > 0.

Therefore, H is pseudo-reachable if and only if for every ϵ > 0, H is ϵ-pseudo-reachable
within the first N steps. By Lemma 16, this is the case if and only if H is reachable within
the first N steps. ◀

Step 4: Analyzing lim infn→∞ |
∑t

i=1 gi(n)xi
0|. Consider a single term gi(n)xi

0. Writing
xi

0 =
[
X0 X1 · · · Xz

]⊤, where X1, . . . , Xz ∈ R, we have

gi(n)xi
0 =

z∑
r=1

(
pi

r(n)
nD

(
λ

L

)n

+ pi
r(n)
nD

(
λ

L

)n
)

Xz.

Let γi = λ
L . Note that |γi| = 1. By the construction of nD, none of the polynomials have a

term of degree higher than D. Therefore, we can absorb the constants Xr and the monomial
nD into the polynomials, sum the terms up, and write them as polynomials in 1

n . That is,

gi(n)xi
0 = qi(1/n)γn

i + qi(1/n)γi
n

for suitable polynomials qi with algebraic coefficients. Thus

lim inf
n→∞

∣∣∣∣∣
t∑

i=1
gi(n)xi

n

∣∣∣∣∣ = lim inf
n→∞

∣∣∣∣∣
t∑

i=1
qi(1/n)γn

i + qi(1/n)γi
n

∣∣∣∣∣
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We defer the proof of the following lemma, which requires tools from Diophantine analysis
and the theory of reals, to the next section.

▶ Lemma 22. Let γ1, . . . , γt be algebraic numbers with modulus 1. Let q1, . . . , qt be polyno-
mials with algebraic coefficients. The quantity

lim inf
n→∞

∣∣∣∣∣
t∑

i=1
qi(1/n)γn

i + qi(1/n)γi
n

∣∣∣∣∣
can be effectively computed. If it is greater than zero, there is an effectively computable N

satisfying the requirement of Lemma 21.

Proof of Theorem 7(2). We are now ready to aggregate our case analysis into the
proof the pseudo-reachability in hyperplanes is decidable. Given A ∈ Qm×m, x0 ∈ Qm

and H = {x : c⊤ · x = 0}, we first convert A to real Jordan normal form as described in
Section 2 to obtain J = Q−1AQ. We then perform a coordinate transform on x0 and H to
obtain H ′ = {x : c⊤Qx = 0} and x′

0 = Q−1x0. The original problem is now equivalent to
pseudo-reachability of H ′ from x′

0 under J .
Next, we remove dimensions from x′

0, c⊤Q and J that do not correspond to relevant
blocks and determine the relevant spectral radius ρH(J) of J . If ρH(J) = 1 then H ′ is
reachable by Lemma 19(1). If ρH(J) < 1, then by Lemma 19(2), H ′ is pseudo-reachable if
and only if 0 ∈ H ′ or x′

0, Jx′
0, . . . , JN x′

0 hits H ′, where N is the computable bound in the
Lemma.

Finally, we consider the case where ρH(J) > 1. Let J1, . . . , Jt be the blocks of J with
ρ(J) = ρH(J) and c1, . . . , ct, x1

0, . . . , xt
0 be the corresponding coordinates of c⊤Q and x′

0,
respectively. Finally, compute the value of lim infn→∞

∣∣∣∑t
i=1 gi(n)xi

n

∣∣∣ using Lemma 22 and
use Lemma 21 to either immediately conclude reachability or to compute the bound N and
determine reachability by checking if x′

0, Jx′
0, . . . , JN x′

0 hits H ′.

5 Proof of Lemma 22

We now prove a generalization of Lemma 22. Let λ1, . . . , λm be algebraic numbers of modulus
1 and let p1, . . . , pm be polynomials with algebraic coefficients. Let n range over the natural
numbers. We show how to effectively determine the value of lim infn→∞ |

∑m
j=1 pj(1/n)λn

j |.
Moreover, if the value is strictly greater than 0, we show we can find an explicit bound ∆
and N ∈ N such that for all n > N , we have |

∑m
j=1 pj(1/n)λn

j | > ∆. Lemma 22 follows as a
special case.

We require some technical machinery from the theory of Diophantine approximations.
We need the following theorem of Masser [13]. A proof can be found in [5] or [9].

▶ Theorem 23 ([13]). Let m ∈ N be fixed and let λ1, . . . , λm be complex algebraic numbers
each of modulus 1. Consider the free Abelian group

L = {(v1, . . . , vm) ∈ Zm : λv1
1 λv2

2 . . . λvm
m = 1}.

L has a basis {ℓ⃗1, . . . , ℓ⃗p} ⊆ Zm (with p ≤ m), where the entries of each of the ℓ⃗j are all
polynomially bounded in the total description length of λ1, . . . , λm. Moreover, such a basis
can be can also computed in time polynomial in the total description length.
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Let L be as described in Theorem 23 above and suppose we have computed a basis
{ℓ⃗1, . . . , ℓ⃗p} ⊆ Zm. For each j ∈ {1, . . . , p}, let ℓ⃗j = (ℓj,1, . . . , ℓj,m). Now we define a set

T := {(z1, . . . , zm) ∈ Cm : |z1| = · · · = |zm| = 1 and

for each j ∈ {1, . . . , p}, z
ℓj,1
1 . . . zℓj,m

m = 1} (8)

Notice that |z| = 1 ⇐⇒ Re(z)2 + Im(z)2 − 1 = 0, and the ℓj,k are fixed integers, and
thus the conditions above can be written as polynomials in the real and imaginary parts of z.
Thus T is an algebraic set.

We now state a version of Kronecker’s theorem on simultaneous Diophantine approxima-
tion. A derivation of this version of the theorem from the standard version ([10] Chap 23)
can be found in [15].

▶ Theorem 24 (Kronecker’s theorem, density version). Let T be defined from λ1, . . . , λm as
in (8). Then {(λn

1 , . . . , λn
m) : n ∈ N} is a dense subset of T .

Theorem 24 enables us to compute the lim inf by minimizing a function over a compact
algebraic set:

▶ Theorem 25. Let λ1, . . . , λm be complex numbers of modulus 1. Let p1, . . . , pm be
polynomials (with algebraic coefficients) with constant terms c1, . . . , cm respectively. Let
z = (z1, . . . , zm) and c = (c1, . . . , cm). We have that

lim inf
n→∞

∣∣∣∣∣∣
m∑

j=1
pj(1/n)λn

j

∣∣∣∣∣∣ = lim inf
n→∞

∣∣∣∣∣∣
m∑

j=1
cjλn

j

∣∣∣∣∣∣ = inf
z∈T

|c⊤ · z| = min
z∈T

|c⊤ · z|,

where T is the algebraic set computed in (8) as the closure of {(λn
1 , . . . , λn

m) : n ∈ N}.

To prove the theorem, we need the following lemma that shows that we can replace the
polynomials by their constant terms.

▶ Lemma 26. Let λ1, . . . , λm be complex numbers of modulus 1. Let p1, . . . , pm be polynomials
(with algebraic coefficients) with constant terms c1, . . . , cm respectively. Then

lim inf
n→∞

∣∣∣∣∣∣
m∑

j=1
pj(1/n)λn

j

∣∣∣∣∣∣ = lim inf
n→∞

∣∣∣∣∣∣
m∑

j=1
cjλn

j

∣∣∣∣∣∣ .
Proof. (of Theorem 25). The first equality follows from Lemma 26 and the second follows
from Theorem 24. The third equality holds because the function z 7→ |c⊤ · z| is continuous
and T is compact. ◀

Now, since T is an algebraic set, the minimum minz∈T |c⊤ · z| can be expressed in the
theory of reals with addition and multiplication (omitting the encoding of absolute values):

∃z ∈ T.v = |c⊤ · z| ∧ ∀z′ ∈ T.v ≤ |c⊤ · z′|

Therefore, by Tarski’s theorem [18, 2, 7], we can characterize the unique v that attains the
minimum.

Suppose the minimum v is some number B > 0. In this case, we require a bound ∆ ∈ R
and N ∈ N such that |

∑m
j=1 pj(1/n)λn

j | > B for all n > N . By emulating the proof of
Lemma 26, we can find a bound N such that for all n > N , we have |

∑m
j=1 pj(1/n)λn

j | > B/2.
The required bounds are ∆ = B/2 and this N .

This concludes the proof of Lemma 22 and therefore also Theorem 7.
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A Proof of Proposition 8

We want to show

Q Õγ2(B, Q−1x) ⊆ Õϵ(A, x) ⊆ Q Õγ1(B, Q−1x), (9)

where γ1 = ϵ
∥∥Q−1

∥∥
∞ and γ2 = ϵ/ ∥Q∥∞.

CVIT 2016
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Take any y ∈ Õϵ(A, x). We show that Q−1y ∈ Õγ1(B, Q−1x) to get the right-hand
side of (9). Since y ∈ Õϵ(A, x), there is a state trajectory (x0, x1, . . .) and a sequence
(d0, d1, . . .) such that x0 = x, xn+1 = Axn + dn, dn ∈ [−ϵ, ϵ]m for all n ∈ N, and y appears
in the state trajectory. We construct a new state trajectory (y0, y1, . . .) and the sequence
(d̄0, d̄1, . . .) with the transformation xn = Qyn and dn = Qd̄n. Then we have yn+1 =
Q−1AQyn + Q−1dn = Byn + d̄n. Note that

∥∥d̄n

∥∥
∞ =

∥∥Q−1dn

∥∥
∞ ≤

∥∥Q−1
∥∥

∞ ∥dn∥∞ ≤ γ1.
Since y appears in the state trajectory (x0, x1, . . .), Q−1y appears in the state trajectory
(y0, y1, . . .) with y0 = Q−1x0 = Q−1x. Therefore, Q−1y ∈ Õγ1(B, Q−1x) which results in
y ∈ QÕγ1(B, Q−1x).

To prove the left-hand side of (9), We invoke the right-hand side by replacing (A, B, Q, x, ϵ)
with (B, A, Q−1, Q−1x, γ2). This gives Õγ2(B, Q−1x) ⊆ Q−1 Õγ′

1
(A, x) with γ′

1 = γ2 ∥Q∥∞.
Setting γ′

1 = ϵ proves the left-hand side of (9).
To prove that Õ(A, x) = QÕ(B, Q−1x), we take intersection of all the sides in (9) over

ϵ > 0:⋂
ϵ>0

Q Õγ2(B, Q−1x) ⊆
⋂
ϵ>0

Õϵ(A, x) ⊆
⋂
ϵ>0

Q Õγ1(B, Q−1x).

Due to the linear relation between γ1 and γ2 with ϵ, we get

Q Õ(B, Q−1x) ⊆ Õ(A, x) ⊆ Q Õ(B, Q−1x) ⇒ Õ(A, x) = Q Õ(B, Q−1x).

B Proofs from Section 3

B.1 Proof of Lemma 9
Any t ∈ Õϵ(A, s) is of the form t = Ans +

∑n−1
i=0 Aidn−i−1 for some n ∈ N and some di

with ∥di∥∞ ≤ ϵ. This means s = A−nt +
∑n−1

i=0 A−id′
n−i−1 with d′

n−1−i = A−1di. Since∥∥d′
n−1−i

∥∥
∞ ≤

∥∥A−1
∥∥

∞ ϵ, we get s ∈ Õγ(A−1, t). To get (4), notice that

t ∈ Õ(A, s) ⇒ t ∈
⋂
ϵ>0

Õϵ(A, s) ⇒ s ∈
⋂
γ>0

Õγ(A−1, t) ⇒ s ∈ Õ(A−1, t).

Applying the same argument to the matrix A−1 will give the other side of (4).

B.2 Proof of Theorem 18
We show that S is pseudo-reachable from x0 under A if and only if there exists x ∈ S that is
pseudo-reachable from x0 under A, allowing us to restrict our attention to compact sets and
the existence of a pseudo-reachable point in a set as opposed to pseudo-reachability of the set
as a whole. Deciding pseudo-reachability then reduces to checking whether S ∩ Õ(J, x0) = ∅,
which can be computed using Lemma 17.

Suppose S is pseudo-reachable. Let (ϵi)i∈N be a sequence of positive numbers with
limϵ→0 = 0, and (xi)i∈N be a sequence of elements of S such that xi is ϵi-pseudo-reachable
for all i ≥ 0. By the Bolzano–Weierstrass theorem, boundedness of S implies that (xi)i∈N
must have a limit point x in S. To argue that x is pseudo-reachable, let ϵ > 0. Since x

is the limit point of (xi)i∈N, there must exist an ϵ
2 -pseudo-orbit (yi)i∈N containing a point

yN such that ∥x − yN ∥∞ < ϵ
2 . Therefore, x is ϵ-pseudo-reachable from s via the sequence

s, y1, . . . , yN−1, x.
Now suppose x ∈ S is pseudo-reachable. To argue that S is pseudo-reachable, let

ϵ > 0. Since x ∈ S, there must exist a point x′ ∈ S such that ∥x′ − x∥∞ < ϵ
2 . Since x is

ϵ
2 -pseudo-reachable, x′ must be ϵ-pseudo-reachable.
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C Proof of Lemma 26

We can write pj(1/n) as cj +
∑dj

i=1 c(j,i)
1

ni , where cj is the constant term, c(j,i) are the other
coefficients, and dj is the degree. Define Ai =

∑dj

i=1 |c(j,i)| and observe that

|pj(1/n) − cj | < |
dj∑

i=1
c(j,i)

1
ni

| <

∑dj

i=1 |c(j,i)|
n

= Aj

n

Thus for any ϵ, setting Nj(ϵ) = ⌈Aj/ϵ⌉ ensures that

n > Nj(ϵ) =⇒ |pj(1/n) − cj | < ϵ.

Define N(ϵ) = maxj∈{1,...,m} Nj(ϵ/m).

▷ Claim 27. Let Sn be defined as |
∑m

j=1 cjλn
j |. For all ϵ > 0,

Sn − ϵ ≤ |
m∑

j=1
pj(1/n)λn

j | ≤ Sn + ϵ

Taking the limit inferior of each term gives us the desired result.

Proof. (of Claim 27) We write

|
m∑

j=1
pj(1/n)λn

j | = |
m∑

j=1
(cj + pj(1/n) − cj)λn

j |,

which gives us

Sn − |
m∑

j=1
(pj(1/n) − cj)λn

j | ≤ |
m∑

j=1
pj(1/n)λn

j | ≤ Sn + |
m∑

j=1
(pj(1/n) − cj)λn

j |

and thus

Sn −
m∑

j=1
|(pj(1/n) − cj)λn

j | ≤ |
m∑

j=1
pj(1/n)λn

j | ≤ Sn +
m∑

j=1
|(pj(1/n) − cj)λn

j |,

by elementary properties of sums of absolute values. Observing that λjs have absolute value
1, we can reduce the proposition above to

Sn −
m∑

j=1
|(pj(1/n) − cj)| ≤ |

m∑
j=1

pj(1/n)λn
j | ≤ Sn +

m∑
j=1

|(pj(1/n) − cj)|.

Now setting n > N(ϵ) = maxj∈{1,...,m} Nj(ϵ/m)}, we have |(pj(1/n) − cj)| < ϵ/m for all
j, which gives us

Sn − ϵ ≤

∣∣∣∣∣∣
m∑

j=1
pj(1/n)λn

j

∣∣∣∣∣∣ ≤ Sn + ϵ

◁

D Computing real JNF in polynomial time

We discuss how to compute the the real Jordan normal form of A in polynomial time. First
compute, in polynomial time, the (complex) Jordan normal form J ′ and matrices T, T −1

such that A = TJ ′T −1 using the algorithm from [4].
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Computing J : Suppose, without loss of generality, that

J ′ = diag(J ′
1, J ′

2, . . . , J ′
2k−1, J ′

2k, J ′
2k+1, . . . , J ′

2k+z)

where for 1 ≤ j ≤ k, the Jordan blocks J2j−1 and J2j have the same dimension and have
conjugate eigenvalues λj = aj +bji and λ = aj −bji, respectively. The blocks J ′

2k+1, . . . , J ′
2k+z,

on the other hand, have real eigenvalues. J is obtained by replacing, for each 1 ≤ j ≤ k,

diag(J ′
2j−1, J ′

2j) with a real Jordan block of the same dimension with Λ =
[
a −b

b a

]
and

keeping the blocks J ′
2k+1, . . . , J ′

2k+z unchanged.

Computing P : Let κ(j) denote the multiplicity of the Jordan block J ′
i for 1 ≤ i ≤ 2k + z,

and v1
1 , . . . , v1

κ(1), . . . , v2k
1 , . . . , v2k

κ(2k), . . . , v2k+z
1 , . . . , v2k+z

κ(2k+z) ∈ Qm be the columns of T . It

will be the case that for all 1 ≤ j ≤ k and l, v2j−1
l = v2j

l in the sense that v2j−1
l = xj

l + yj
l i

and v2j
l = xj

l −yj
l i for vectors xj

l , yj
l ∈ Rm. Moreover, for j > 2k, v2j

l ∈ Rm. Finally, columns
of P are obtained from columns of T as follows. For 1 ≤ j ≤ k and all l, replace v2j−1

l with
xj

l and v2j
l with yj

l and keep v2k+z
l for all l and m > 0 unchanged, in the same way the proof

of existence of real Jordan normal form proceeds.

Computing P −1: Summarizing the construction above, P is obtained from T by replacing
columns x+yi and x−yi, x, y ∈ Rm by x and y, respectively. Since x = 1

2 (x+yi)+ 1
2 (x−yi)

and y = − 1
2 i(x + yi) + 1

2 i(x − yi), this construction is linear and we can write P = T · · · A for
some A ∈ Cm×m with entries in { 1

2 , − 1
2 , 1

2 i, − 1
2 i, 1, 0}. Moreover, the linear transformation

is clearly invertible: x + yi = 1 · x + iy and x − yi = 1 · x − (−i)y, and hence A−1 ∈ Cm×m

with entries in {1, i, −i}. Finally, compute P −1 via P = TA =⇒ P −1 = A−1T −1, observing
that we already know how to compute T −1 in polynomial time.
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