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Abstract—Several distributed real-time applications (e.g., real-time applications demand quality-of-service (QoS) guar-
medical imaging, air traffic control, and video conferencing) antees on timeliness of message delivery and failure-recovery

demand hard guarantees on the message delivery latency and thedelay. These guarantees are agreed upon before setting up
recovery delay from component failures. As these demands cannotth icati h | d t b i in th
be met in traditional datagram services, special schemes have been € communication channel and must be met even in the

proposed to provide timely recovery for real-time communications case of bursty network traffic, hardware failure (router and
in multihop networks. These schemes reserve additional network switch crashes, physical cable cuts, etc.), or software bugs.

resources (spare resourcesp priori along a backup channel Applications using traditional best effort datagram services like
that is disjoint with the primary. Upon a failure in the primary IP experience varying delays due to varying queue sizes and

channel, its backup is activated, making the real-time connection
dependable. In this paper, we propose a new method of providing packet drops at the routers. To ensure bounded message delays

backups called segmented backups, in which backup paths are for real-time applications, special schemes such as resource
provided for partial segments of the primary path rather than for ~ reservation protocol (RSVP) [15] have been proposed. In
its entire length, as is done in the existing schemes. We show thatRSVP, resources (such as link bandwidths and router buffers)
our method offers: 1) improved network resource utilization; 2) — 4a reserved priori along the message transmission path from
higher average call acceptance rate; 3) better quality-of-service LS - - .
guarantees on propagation delays and failure-recovery times; and the source to th(_e destination for the duration séasionWhile o
4) increased flexibility to control the level of fault tolerance of RSVP can provide QoS guarantees on the packet transmission
each connection separately. We provide an algorithm for routing latency, it lacks quick failure-recovery mechanisms. In RSVP,
the segmented backups and prove its optimality with respect to when a channel fails, a new one is established. A successful
spare resource reservation. We detail necessary extensions Orecovery cannot be guaranteed as sufficient resources might be
resource reservation protocol (RSVP) to support our scheme and lacking at recovery time. Further, the channel re-establishment
argue that they increase the implementation complexity of RSVP ¢ ot ' " .
minimally. Our simulation studies on various network topologies time could take a long time, especially when there is contention
demonstrate that spare resource aggregation methods such asfor resources among disrupted channels. Given that some of
backup multiplexing are more effective when applied to our these applications (such as commercial video on demand) last
scheme than to earlier schemes. for a long time, ranging from several minutes to hours, such
Index Terms—Backup channel, backup multiplexing, depend- failures might not be uncommon during a single session.

able connection, multihop network, primary channel, quality-of- The communications schemes designed to tolerate faults
service (Q0S), real-time communication, resource reservation pro- -5n pe broadly divided intproactive and reactive schemes.
tocol (RSVP), segmented backup. .

In the former, the failure-recovery process runs throughout

the duration of the message transmission in anticipation of

|. INTRODUCTION failures, while in the latter, the recovery process is initiated

HE ADVENT of high-speed networking has introduce fterdgtectmg fallurt:. An eé(ample ofa ptr_oacqu scher;r;e i‘;he
opportunities for new applications such as real-tim Bqu rﬁpc;]verylto_rlorwgr grrotr correc |(f)n scheme [3], [ ],t
distributed computation, remote control systems, digital coH- ], in which multiple redundant copies of a message are sen

tinuous media (audio and motion video), video conferencin%l,?dng d||310|n(;t p"?‘thzi Tms scl_hehr:we haﬁta hugt_e resorL]Jrce overrr\]ead
medical imaging, and scientific visualization. Such distributei IS less desirable than ightweight reactive schemes, when

nfrequent packet losses are tolerable. In a simple reactive
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in the vicinity of the failed component are used to rerout Backup Segments Path after backup activation
the channel. This method dbcal detouring[5], [28] leads
to inefficient resource utilization, as after recovery the pa
lengths usually get extended significantly. In the secor
schemegnd-to-end detouring?], [11] was proposed through [/
the use of an end-to-end backup channel, i.e., a backup char e~
that extends from the source to the destination.

In this paper, we propose and evaluate a new scheme Original Path Primary Channel
construct backup paths, which we calkgmented backups
A segmented backup comprises multiple backup paths, edh
spanning a contiguous portion of the primary path. This is
unlike an end-to-end backup where the backup spans #tering any components with the primary path (other than the
entire length of the primary path. Using example scenarigsurce and the destination nodes themselves). In our approach
and simulation studies, we show that segmented backups haf’feegmented backupare find backups for the primary path,
numerous advantages over end-to-end backups. takenin parts. The primary path is viewed as made up of smaller

« Higher call acceptance ratéThis is due to primary paths contiguous paths, which we cagtrimary segmentsWe find
that have a segmented backup but no end-to-end back@backup path foeachsegment, which we calbackup seg-

« Improved network resource utilizatiofThis is because ment independently. Bysegmented backupe refer to these
segmented backups are typically shorter than end-to-eb@ckup segments taken together. We illustrate these terms in
backups and need less spare resources. Moreover, shdrigr1where a primary channel with intermediate nolés-V8
backup paths lead to more efficient resource aggregati@fd links 1-9 is shown. The backup links aeK. The pri-
throughbackup multiplexingd4], [6], [8]. mary channel has three primary segments, each with its own

« Better QoS guarantee& segmented backup can compris@®ackup segment. The primary segments span links 1-3, 3-6,
multiple backups, each of which spans a part of the prima@d 69, while their corresponding backup segments span links
path rather than its full length. This allows for faster failuré—C, D-G, andH-K, respectively. These three backup segments
recovery and finer control of fault tolerance for long pritogether constitute the segmented backup for this primary path.
mary paths over components with varying reliability. AlsolNote that successive primary segments of a primary path overlap
the backups could be chosen so that they result in mininf at least one link.
increases in end-to-end delays over primary paths. In Fig. 2(a), the goal is to establish a reliable connection from

It is possible to construct segmented backups optimized f@purce nodeV26(S51) to destination nodeVs(D1). Suppose

different goals such as better resource utilization versus beffe® primary channel is routed as shown in the figure, along one
failure-recovery delay. In this paper, we specifically providef the many shortest paths between them (typically, the primary
algorithms for: 1) minimizing spare resources reserved by miath is chosen independently of the backup path). For this pri-
tiplexing segmented backups; and 2) constructing segmentgary; it is impossible to find a backup path, while a segmented
backups that are optimal with respect to resource utilization. Packup can be found as marked by the dotted line in Fig. 2(a). In
The rest of the paper is organized as follows. In Section II, viact, we can generalize the above observation into the following
explain the concept of segmented backups and illustrate their BgPortant theorem that guarantees an imprasetiacceptance
vantage over end-to-end backups using examples. In Sectionfie (fraction of requested calls accepted at a given state of the
we give an algorithm for spare resource reservation and desciitggwork) for our scheme.
why our approach achieves better spare resource utilization thaftheorem 1:1n any network topology, whenever two disjoint
the existing methods. In Section IV, we present an algorithm fBaths exist between a pair of end nodes, backup segments are
backup route selection and prove that it is optimal in the amougi#aranteed to exist for any choice of a primary path between
of spare resources reserved. In Section V, we extend RSVP viitem. Similar guarantees cannot be provided on the existence
a failure-recovery procedure that is specific to our scheme a@end-to-end backup (proof given in Appendix I).
discuss the complexity of its implementation. We also explain The advantage of using segmented backups for more effi-
scenarios in today’s Internet where our scheme can be usedciknt resource utilization is illustrated in Fig. 2(b). There is a
Section VI, we evaluate the performance of our approach adependable connection to be established betw¥éa(S1)
demonstrate its superiority in terms of resource utilization (reand N11(D1). The primary path, end-to-end backup, and
source allocation efficiency) and call acceptance rate. We caxegmented backup are routed as shown. For simplicity, let
clude the paper in Section VII. us assume that both primary and backup paths need one unit
of resource to be reserved per link. We can see that while
the end-to-end backup requires eight units of resource, the
segmented backup requires only seven units of resource (it has
In this section, we explain our segmented backup scherweo backup segments needing three and four units). Recall
[12] and its advantages over the end-to-end backup schemeotio earlier observation that every end-to-end backup is also
establish dependable connections (fault tolerant and real-timsegmented backup. If we could find the segmented backup
connections), earlier schemes have used end-to-end backthet, consumes minimum resources (referred tamasimum
i.e., backups that run from the source to the destination with@aggmented backlpwe are assured of better than or equal
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lllustration of a primary channel with a segmented backup.

Il. PRIMARY-SEGMENTED BACKUP SCHEME
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Fig. 2. Advantages of segmented backups over end-to-end backuidgtiay call acceptance ratfor primary paths with a segmented backup but no end-to-end
backup. (b)mproved resource utilization and QoS guarantedth segmented backups that are shorter than end-to-end backups.

resource consumption when compared with the end-to-er ™ ,.....*%........ M e M M M
backup scheme. In Section IV, we present an efficient algc | DI
rithm for finding the minimum segmented backup. Further y " o 1o it mii Primary Channel I
S . S NP oy ~
in Fig. 2(b), a failure of a node or a link in the six-hop-long T = 02 oo o Backop

primary channel results in a re-established path that is: 1) eig e
hops long using end-to-end backups; and 2) six hops long usiinis |; Na| N vl g nigi|  Segmented Backup I
segmented backups. The lesser hop counts translate to be H T
QoS guarantees on delay. :’ K
Let us see why resource sharing algorithms such as back ™ |Fz=-2}
: H H H H H S1 k3 Segmented Backup 2
multiplexing result in greater gains while using segmenter  |: € P
backups. (The model is explained in detail in Section IIl. If
unclear, we suggest revisiting this example after reading Se s>
tion I11.) Using backup multiplexing, backup resources reservegly 3. advantages of segmented backups over end-to-end badkypeved
for primary channels that do not have any common componerispurce aggregatioas backup multiplexing is more effective using segmented
can be shared. A shorter primary channel shares componéRt&ups-
with fewer primary paths, leading to better multiplexing of its

backup path. In the case of segmented backups, two backugo summarize, we explained the concept of segmented
segments can be multiplexed whenever their correspondifgckup scheme and pointed out ways in which it is more effi-
primary segments do not share any components. As primaggnt over the end-to-end backup scheme. Perhaps the best thing
segments are shorter than primary paths, backup segments (gl our scheme is that it encompasses the end-to-end backup
to multiplex more with other backup segments than end-to-eggheme as well, and thus guarantees at least the performance of
backups, leading to greater gains in resource savings. the end-to-end backup scheme in the worst case. Of course, this
We illustrate the intuition through Fig. 3, where we try tamight require a few routers to store more state information and
establish two dependable connectioNS9(51)-N5(D1) and  perform more processing. In the rest of this paper, we provide
N25(52)-N12(D2). Suppose their primary paths, end-to-engigorithms and describe methods to realize this concept and

backups, and segmented backups are routed along the shoggshtify its potential through simulation studies.
paths, as shown. The primary paths share a single shared node

N11. Assume that both primary and backup paths need one unit
of resource to be reserved per link. Their end-to-end backups
cannot be multiplexed on the links they share, i.e., links The spare resources reserved lower the maximum throughput
from N5—-N6 and N6—N12. Hence, the total spare resourcesf the system as the resources reserved for backup channels are
reserved equals 19 units (nine units for the first channel plus tesed only during component failures. So, minimizing spare re-
units for the second channel). In contrast, segmented backsparcesisanimportantmetricwhile evaluatingdifferentschemes.
need only twelve units of reserved resources. This is becalisthissection, we briefly outlineamethodtominimize theamount
the primary segment fromlV19—-N 10 on the first channel and of spare resourcesreserved by multiplexing (sharing) the backups
the primary segment frooW25—-N11 on the second channelpassing through the same link. The technique of backup multi-
do not have any shared components. This allows their backpipxing is discussed in detail in [4], [6] and [8], and we adapt it
segments to be multiplexed on links fraM19—N10. So, the here to our case of segmented backups.

total spare resources reserved equals twelve units (eight unit§Ve consider thesingle-link failure model for our analysis,

for channel 1 plus nine units for channel 2 minus five units farnder the assumption that component (link) failure-recovery
the links on which backup segments are shared). time, i.e., time taken for the fault to be rectified, is much smaller

.
Primary Channel 2

N26 N27 N28 N29 N30

I1l. EFFICIENT SPARE RESOURCEALLOCATION
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than the network’s mean time to failure (MTTF). Using thig?;). Then, backup$3; , andB;; can be multiplexed only if
failure model, if 1) primary channels of two connections share

no common components and 2) their backup channels wilfrob(Bi k. Bj)

bandwidthsbl and b2 pass through linkZ, it is sufficient to = 1 — (probability of no failure in shared components
reservemax (b1, b2) for both the backup channels on the libk betweenP ; andP; ;)

This is because, in this model, both of the backup channels will ) ’
never be activated simultaneously. This technique of sharing
backup resources is known as backup multiplexing or, more of the unshared componeits
specifically, deterministicbackup multiplexing, as recovery <

is always guaranteed in this model even after multiplexing.

We discuss a different model calleprobabilistic backup The smaller the value of, the higher is the fault tolerance
multiplexing later in this section. for the connections. This multiplexing degreecan also be

made specific to each connection, with higher fault tolerance
link Z under the single-link failure model is given below. e for more critical connections or higher paying customers. In our

denote the set of all primary segments whose backups trave’?ggeme’ we can control fault tolerance at the granularity of the

L. Let Rp, denote the resource required at each link by gggment of a primary path. Such fine control is useful as seg-
primary sggmenPS ments of the same primary path can differ in their reliabilities

(probably because they comprise a different number of compo-
nents with varying reliabilities). Yet another way of providing
higher fault tolerance for a connection is by establishing mul-

x (probability of no simultaneous failures in the rest

An efficient algorithm to calculate the spare resourSgsat

Initialize SIzL =0, VIL tiple backup paths. Often, a few links are more critical or error
|O|Op f?r eachhllnk_ I1# L i Pec® prone than others. It is useful to have multiple backups for a
oh?p P Orcgr":lt(;. p”lmsfy Se?”{ﬁn s €L short primary segment spanning such links rather than for the
S NS fin en entire path. A detailed study of the extra flexibility offered by
Sri= S+ Rps segmented backups over end-to-end backups under probabilistic
endif multiplexing model is provided in [19]. In this paper, we restrict
endloop our discussion to deterministic multiplexing.
endloop

Sp = max{Sr..} IV. BACKUP ROUTE SELECTION
Itis usually desirable to select a segmented backup with min-
Note that to employ this algorithm, it is necessary for eadmumbackup delayincreme(ite., the difference between delays
router to be aware of the primary segments for all backuflong the primary and backup paths) or minimum cost. Elaborate
segments passing through it. This algorithm also providesuting methods that search for routes using various QoS metrics
some rationale for our earlier observation that backup segmenise beendiscussedin[14],[18],[19],[24],[26],and[27].In[19],
tend to multiplex more than end-to-end backups. The primage deal with construction of segmented backups that offer better
segments in our scheme are shorter than the primary chani@s guarantees onreliability. However, we restrictour discussion
in the case of end-to-end backups. So, the condition for there to construction of segmented backups with minimum cost,
if statement in the innermost loop holds true fewer times famere cost can be a function of path delay or path length or path
segmented backups than for end-to-end backups, requiriegource reservationrequirement. Thoughourgoalistodesignal-
fewer resources to be reserved. To obtain greater improygrithms to select minimum cost segmented backups, it follows
ments in the backup segments’ multiplexing capability ovgfom Theorem 1 that such algorithms would also yield a higher
end-to-end backups’ multiplexing capability, one needs longesll acceptance rate.
primary paths with larger number of segments per backup.The problem of optimal routing of backups is NP-hard as it
Such scenarios are more likely to occur as the network siggbsumes the following problem which is known to be NP-hard
increases. Hence, we expect our scheme to show increag®@): Is there a feasible set of channel paths such that the sum
gains with increases in the size of the network. Our simulati@t traffic flows at each link is smaller than the link capability,
studies reported in Section VI support this expectation. when traffic demands are giveithe complexity of the problem
Below, we briefly discuss how probabilistic backup mulincreases greatly if one considers backup multiplexing. So, we
tiplexing applies to our scheme. In this model, each networksort to heuristics to select least cost backups to each indi-
component (link or node) fails with a certain probabilkyand vidual primary path, ignoring the additional savings offered by
two backup segments are multiplexed on a shared link omyultiplexing. Several greedy heuristics for selecting end-to-end
if the probability of their simultaneous activation is less thabackup paths are discussed in [6]. A simple way to find a min-
a thresholdv, called the multiplexing degree. For each linkimum-cost end-to-end backup for a primary path in a network
let Prob(B; , B;,;) denote the probability of simultaneousgraphG is to use some shortest path search algorithm such as
activation of two backup segmentB; ;. (the kth segment of Dijkstra’s over a grapli’ obtained fromG by removing the the
backupB;) and B, (thelth segment of backup;). Let their components along the primary path. The problem of selecting
corresponding primary segments be denoted?y (the k&th  minimum-cost segmented backups is, however, more difficult
segment of primary’;) andP;; (the lth segment of primary as typically there are a larger number of segmented backups
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NI N2 N N 1N 1D 3) Use the shortest path found in step 2 to find backup seg-

ments forP in G. Suppose the segmented backup consists
of backup segment8S,, BS-, ..., BSy, ordered by the
increasing position of their starting nodes in the sequence
1 P.We describe a method to generate the vertex sequences
forthese backup segments one afterthe other (i.e HFifst
1 N9 isgenerated, theR S, and so on untiB S;) as we traverse
1 the sequencB = S,},145,...,4,, D (foundin step 2).
Initialize all vertex sequencdsS:, BSs, ..., BS, to empty. At
1o Nt Ntz NIy NIy NI any stage of the traversal 8, we useB S, to denote the current
! ! S 1 1 backup segment being generated a@ndb denote the current
Network Topology Graph G vertex. Initializei!, to S. For everyi!, perform the first applicable
(with a primay path fromStoD)  action indicated in steps a—d in that order. This process termi-
nates on reaching destinatiéh We use the termgrev(i..) and
(a) (b) p : : . .
next(i.) to denote the immediate predecessor and immediate
Fig. 4. Modeling a network topology as a graph. () 8 mesh topology with successor vertices ¢f in P. Similarly, next(BS¢) denotes the
link weights. (b) Weighted directed graighrepresenting the network topology immediate successor @S¢ in B.
with a chosen primary path between two vertiGeandD. " . .
a) Ifi’, = SthenBS. = BS, andi,, = next(i’,).

N4 NS5 N6 N4 1 _Nj

1 1 Directed Edges 1
1 1 |1 I - 1|1 1
Primary Path

N7 N8 N9 N7 1 N8|

1 1 1 1|1 1

than end-to-end backups and we have to find intermediate node® 'f Z/C_ = D then

where the backup segments meet the primary. Below, we pro- i) If prev(i;) ¢ P then appendi.} to BS. andstop

vide an algorithm calletVlin_SegBalthat solves this problem. ii) If prev(ic) € P thenBS. = next(BS.), append
Algorithm Min_SegBak:We model the network topology as {prev(i(,),i.} to BS. andstop

aweighted directed gragh(V, E). Every noder inthe network  €) If i, # iy foranyk < p, (i.e.,i.. ¢ P)then

is represented by a unique vertexn the vertex seV’, while i) If prev(i.) ¢ P then appendi.} to BS. and

every link! from noden,(vy1) to na(ve) with costc is repre- i!, = next(i).

sented by a directed edgg(v; , v2) from v to v, with weighte. i) If prev(i’) € P thenBS. = next(BS.), append

(A duplex link is replaced with two links in either direction with {prev(i.), i’} to BS. andi’. = next(i’).

the same cost.) Lef and D denote the source and destination d) If i’, = i), for somek < p, (i.e.,i. € P)then

nodes, respectively, for a dependable connectionfand S, i) If prev(i’) ¢ P then appendixs.} to BS. and

i1,12,...,1p, D, asequence of vertices along some primary path i = nexct(i' ). ¢

between them. We definaiccp(z, y) (predp(z,y)) to denote i) |fc prev(i’) CE P and pred, (prev(i.),i.) then

that vertexz that occurs after (before) vertgxin sequence®. BS. — néxt( BS,) appenc{;rev(i’ ) ci/}cto BS

In Fig. 4(a) and (b), we show ax34 mesh topology with links and(z" _ next(i'()., eire ¢

of unit cost and the corresponding weighted directed graph. i) 1If precv(i,) cp ;ndsucc (prev(i’), i') theni!, =
Our algorithm to find the shortest segmented backugfor next(i,)f P ere ¢

G consists of three steps. In step 1, we generate a modified grap ¢

. ILAl‘he resulting vertex sequences define backup segments
G'(V, E') fromG(V, E) onthe same sét of vertices. Inthe step | . ¢ he sh kub for the pri h
2, we find the shortest path betwegandD in graphG’ and use which form the shortest segmented backup for the primary pat

itinstep_3 toobtainthesegment_s ofthe minimum-cost_s_egmentedNe now illustrate the three steps above through an example
backupinG. We elabgrate onthis below andillustrateitin F|g.5m Fig. 5. The weighted directed grajh obtained from the
1) Generate modified graptv’(V, E') from G(V, E). The 3 4 mesh topology is shown in Fig. 5(a), while the gragh
following types of edges in grapfi(V, E) are modified ptained by modifying the grap& using step 1 is shown in
in the order given below: Fig. 5(b). Edges along the primary path in the direction from
a) edges between successive vertices in the sequesc® D (for example, the edge fronV5 to N2) are removed,
P; the edges pointing in the direction frofto  while those in the reverse direction (for example, the edge from
D are removed while those pointing in the revers&/2 to N5) are assigned zero weight. Also, edges pointing to
direction are assigned zero weight. the nodes on the primary path (for example, the edge fiom
b) edges:(vi,v2) € E,> vy € P —{S, D}, replace to N5) are redirected to point to preceding vertices on the pri-
every such edge with ¢’(v;,v5) wherev; is the  mary path (the edge fromv4 to N5 is redirected taVs). The
immediate predecessor of in P. In other words, shortest path i’ found in step 2 of the algorithm is also shown
redirect every edge pointing to a vertexc P,to in Fig. 5(b) with a dotted line. Finally, a segmented backup
point to its immediate predecessor vertgxc P.  consisting of two backup segmen{sS( N7, N4, N1, N2} and
2) Find the shortest path betwesrandDin G'(V, E’). Run  {N5, N6, D}) obtained from the shortest path using step 3 of
any least cost path algorithm for directed graphs (e.ghe algorithm is shown in Fig. 5(c).
Dijkstra’s algorithm) betweer and D in G’. Let the Note that in step 1b we redirect the edges to ensure that suc-
path obtained be denoted by the vertex sequéheeS, cessive backup segments overlap on at least one link of the pri-
i, th, . i, D. mary path. This overlap is necessary to recover from node fail-

7' m?
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N4 1 N§) 1 N§ N4 Ny N{'
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1|1 )it 1 |1 ; .
N7 I NSl 1 N9 N7|i N8 ! N9
o nbo E
1|t it 1 |1 ; i
N10| 1N1ﬁ IN12 | N10|: N1} NI12
S 1 1 S
Graph G Modified Graph G’ Graph G
(with a primay path from S to D) (with a shortest path from S to D) (with primary and segmented backups)
- e T e - R
Directed Edges Primary Path Shortest Path Segmented Backup
(a) (®) ©)

Fig. 5. lllustration ofMin_SegBalalgorithm. (a) Weighted directed graghwith a chosen primary path between two vertieand D. (b) Modified graphG’
obtained from along with a shortest path betwegrand D; these are obtained using steps 1 and 2 of the algorithm. (c) Directed Grayith the primary and
a segmented backup; the backup is obtained from the shortest path using step 3 of the algorithm.

ures. If, however, it is sufficient to recover from link failures and\. Design and Analysis of Implementation Protocols
not necessarily node failures, step 1b can be omitted from the al-

gorithm. We now state an importantt_heorem of optimality ofthe In order to implement our scheme we need two protocols,
segmented backups generated. Th_|s theorem, coupled with ﬁg?nely, routing and reservation-recovery protocols.
fact that every end-to-end backup is also a segmented baCkuFbesign of the Routing ProtocolThe routing protocol de-

guarantees a more efficient resource reservation using our al%?inines the primary and segmented backup paths using the
”ﬂjl_r::' > Th ted back ted by t Min_SegBalalgorithm described in Section IV. To compute the
eorem <. The segmente ackup - generate y rl?ackup path, our algorithm assumes that every router has the

]Ic\/linESeghBalalgor.ithm Is ahminiml;m COSF Sigmendt?d”baCkuBIobal knowledge of the network topology. To obtain informa-
or the chosen primary path (proof given in Appendix II). tion about all routers and links in the network, our routing pro-

fComplexictyhof tf|1e MLn_S_egBak algohr ithmhebcom][:)leé(ity tocol can use any variant of link state protocol such as the Open
of step 1 of the algorithm Is at most the number of edges &}, 1ot path First (OSPF) [17] protocol (a popular intra-do-

G(Y}ﬁ? ); \{[vhhi_cié/isVO %{E _D' Step_2 involves ﬁ”giﬁkg tth? Iel";‘Stmain routing protocol). With this global knowledge of the net-
\I‘,}Itillgl itg?:orr:gleii& : sO)&|?/S|§lir72’g|)o$ﬁeucszgfnplgxist;%fs?eiowork' the primary path can be computed as the least weight path
) ) . ing Dijkstra’s shortest path algorithm, while the back th

3 is the cost of traversal of the shortest pati&iiV, E’) which HSIng PIKsTra S SHOTest path aigortiam, whtie 'he backup pa

I [ I i 3 Balalgorith
is O(|V]). Since|E’| < |E|, the overall complexity of the al- could be decided [ater by running ten_SegBalalgorithm at

th de.
gorithm isO(|V'[2 + | E[) which is the complexity of the least 5 oor e neq

. . g Analysis of the Routing ProtocolWe showed in Section IV
weight path algorithm ove(V, I£). This is same as the COM-that the complexity of th#lin_SegBalalgorithm is same as that

plexity of end-to-end backup. Thus, our algorithm offers ims¢ o complexity of the least weight path algorithm such as
proved resource utilization without additional complexity. Dijkstra’s algorithm, which is also the complexity of the widely
used OSPF routing protocol [16]. Thus, while our protocol does
require extra computations at routers for the backup paths com-
pared with OSPF, the increased computation is bounded by a
In this section, we deal with the protocols required to imsmall constant factor. We feel that this should not be a problem
plement our scheme, their complexity, and their applicabilify these days when Moore’s law ensures that the computation
in the Internet as it exists today. We discuss three protocols:dgwer of the router processors doubles every two years.
routing protoco] to determine the primary as well as the backup Further, note that using link state protocols could potentially
paths; 2)reservation protocglto reserve resources efficientlylimit the scalability of our scheme to within a single autonomous
along these paths; and@covery protocqlto recover from any system. While we believe that our subsequent work [21] on a
failure. We present the recovery protocol as a simple extensidistributed version of thdlin_SegBalalgorithm could elimi-
to the Internet Engineering Task Force (IETF)-recommended rete this limitation (as it does not need global knowledge of any
source reservation protocol, RSVP [15], and show that its cokind), we do not explore it here as it is outside of the scope of
plexity is comparable to that of RSVP. Finally, we reflect on ththis paper. However, later in this section, we show that there are
relevance of these schemes in the rapidly evolving Internet. interesting applications even with this scalability bottleneck.

V. IMPLEMENTATION OF PRIMARY -SEGMENTED
BACKUP SCHEME
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lllustration of resource reservation using setup messages. (a) Source initiates the process by Bentiaghanessage. (b) Destination responds with
aPrimResvmessage. (¢) Source computes backup segments andegilstimessage. As it traverses, the start nodes of backup segments BitekiBegPath
messages. (d) End nodes of backup reply \BittkSegReswessages.

Design of the Reservation Protocole propose simple ex-
tensions to RSVP [15] to design the reservation protocol. These
extensions are along the lines of extensions discussed in [4]. We
begin with a brief overview of RSVP.

RSVP is a protocol to reserve resources along the network
paths for unicast and multicast data flows in an integrated ser-
vices network. The protocol primarily consists of the following
three types of messages:sBtup messagés reserve resources
along paths; 2jnaintainance messagés notify the end nodes
of any failures along the path; andtg@ardown messagés free
the resources reserved. We will discuss a few important mes-
sages of each type.

1)

2)

3)

Setup message$he source router initiates the reserva-
tion by sending @ath message to the destination along

a route selected by the routing protocol. On receiving
the message, the destination router seridssamessage

back to source in the reverse direction using the path state
set up by théathmessage. Resources are reserved at the2)
routers along the path by tiesvmessage.

Maintenance messagédsrror messages such BathErr
andResvErrare used to inform the end nodes of a failure

in establishing the path.

Teardown messagesMessages like PathTear and
ResvTeaare propagated much like their setup message
counterparts to reclaim the resources reserved for the3)
data flow.

In our reservation protocol, we have additional messages to ]
reserve resources along the backup paths. We also add a few @long the primary and backup paths.

objects to the messages discussed above.

of primary and backup segments is copied into a separate
SegmentPattobject. All the SegmentPatlobjects are
copied into aSegmentPathLisbbject, which is sent in

a SegPathmessage from the source to the destination.
As the SegPathmessage traverses the primary path,
the SegmentPathLisis used by routers to identify the
start nodes of backup segments. These nodes initiate a
BackSegPatimessage along the backup segment. This
message is tagged with tBegmentPatbbject (contains

the corresponding primary and backup segments) to help
in backup multiplexing. This is illustrated in Fig. 6(c).
On receiving theBackSegPatimessage, the last node of

a backup segment replies withBaackSegResmessage,
which traverses the backup segments in reverse direction
as shown in Fig. 6(d). Resources are reserved along the
backup segments by thBackSegResmessage using
backup multiplexing.

Maintenance messagédsdpon failure during the set up of
either primary path or any backup segment, error mes-
sages likePrimPathErr, PrimResvErr, BackSegPathErr
andBackSegResvEare generated. These messages also
initiate the corresponding reservation teardown messages
to free any resource reservations made prior to the routing
failure.

Teardown messagefhe messageRrimPathTear, Prim-
ResvTear, BackSegPathTeand BackSegResvTeare
used to free the resources reserved. They are propagated

Analysis of the Reservation Protocolhe reservation state

1) Setup messagesie illustrate the connection setupmaintained by the routers is soft state and must be updated peri-
process in Fig. 6. The reservation is initiated by thedically through refresh messages. If a periodic refresh message
source with aPrimPath message to the destination as$s not received, a router can reallocate the reserved resources

shown in Fig. 6(a). The destination responds wiBrim-

for some other flow. Thus, the resources can be recovered even

Resvmessage back to the source. PrénResvnessage when the source or destination nodes fail to generate explicit
contains an object called@rimaryPath which is filled up Teardownmessages.

with the routers along the primary path as the messageThe amount of state maintained at the routers by the reser-
traverses it, as shown in Fig. 6(b). ThimaryPath vation protocol is a very important concern for integrated
object is used by the source to compute the primary asdrvices. Below, we argue that the state stored in our scheme
backup segments usildin_SegBalalgorithm. Each pair is only marginally greater than the state maintained in the
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Fig. 7. lllustration of failure recovery usingathFailedandBackupActivatenessages in (a) segmented backups and (b) end-to-end backups.

end-to-end backup schemes and is comparable to the staluation, referto [7]. We do not discuss them further here. The
required by RSVP. nodes that detected the fault report it to the start and end nodes

Both in the end-to-end backup scheme and in our scheme,adlthe corresponding backup segment, which then activate the
routers along the primary as well as the backup paths maintackup to recover from the failure. We now introduce a new
per-flow state. However, our scheme demands that extra stiyfee of message, called tt&ilure-recovery messagéo report
be stored at a few intermediate routers responsible for initiatifeglures and to activate the backup.
failure recovery (describe later in this section). This is because Failure-Recovery Messagesthe routers that detect the
unlike end-to-end backup schemes, where the recovery carfdikire send aPathFailed message toward the source router
initiated only by the source or destination nodes, in our schenagd destination routers along the primary path. PathFailed
every router at which a backup segment is initiated or termmessage contains the router(s) where the failure occurred (if a
nated (e.g.5, N2, N3, N5, N6, andD in Fig. 1) can initiate link fails, both its neighboring routers are reported). This mes-
the recovery process. When the number of segmenidli®ere sage propagates, tearing down the resourcers reserved along the
will be 2(b — 1) routers that store additional information abouprimary path, until it reaches the routers at the start and the end
the primary segment for which they are responsible. Assumin§the primary segment containing the faulty component. These
an average path length of 2&nd an average primary segmenhodes start the activation of the backup segment by sending an
length of 6 (with successive segments overlapping on one hopackupActivatenessage along the backup segment. Both the
the expected number of backup segments is four. This translates nodes of a backup segment are involved for faster failure
to six routers maintaining an additional state, which we believecovery. We illustrate this failure-recovery process in Fig. 7.
is a small overhead for the additional benefits using our schemeAnalysis of the Recovery ProtocoAn important metric to

In RSVP-based real-time communication, routers store resanalyze the recovery protocol is failure-recovery delay, which
vation only for the primary path (note that RSVP does not offés the time taken to re-establish the service. This delay also de-
failure recovery), while in our scheme as well as in end-to-ertermines the number of lost messages and it is critical for many
backup schemes, routers have to store state for both primary asal-time applications to minimize it. We compare the recovery
backup paths. Typically, the length of a segmented backup isd&lay in our scheme with that in the end-to-end backup scheme.
the same order of magnitude as the primary path length. Thusln the end-to-end backup scheme, the failure reports, i.e., the
our scheme as well as the end-to-end backup scheme maint&ahFailedmessages have to reach the source and destination
about twice the amount of state as maintained by RSVP. Wefore the backup activation begins, while in our scheme the
believe that this is a practical tradeoff for the failure recovetfyackup activation starts as soon as the messages reach the end
guarantees offered and that it would be feasible to deploy thes®les of the primary segment containing the fault. Similarly,
schemes wherever RSVP is deployed. Further, if backup mbkfore the service is re-established, Ba&ckupActivatenes-
tiplexing were to be employed to reduce the spare resourcage needs to traverse the length of the end-to-end backup in
reserved, routers along the backup segments need to maintaénformer scheme and the length of a backup segment in the
additional state about their correponding primary segments. Veéter (see Fig. 7). Thus, failures are handled more locally and
must acknowledge here that several researchers hold the opimjaitkly in our scheme. To state it quantitatively, the failure-
that RSVP in the integrated services framework might nevercovery delay is proportional to the lengths of primary and
be widely adopted given its demand for routers to maintabackup paths. If there arfe segments in the backup, it results
per-flow state. While we remain optimistic that increasing dea O(k) improvement. This could be a substantial improvement
mand for applications such as video conferencing will eventter real-time applications over many hops, which cannottolerate
ally lead to adoption of schemes such as RSVP, we also expltreg durations of service disruption. Though our routing algo-
alternate application scenarios in the current Internet later in thighm Min_SegBakloes not share minimizing recovery delay as
section. one of its design goals, we believe that it is possible to design

Design of the Recovery ProtocoFailure recovery com- heuristics that provide better failure-recovery time guarantees at
prises three phases: detecting the fault, reporting the failutiee cost of greater resource utilization.
and activating the backup.

In our model, we assume that when a link fails, its end nod8s Applications in the Current Internet

IWe are making a qualitative observation here based on the fact that m@gtth_e a.ppl|cat|on level among a set of end hosts forming an
end-to-end path lengths in the Internet are less than 30. application level overlay.
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1) At the network level: It can be run within a single au- was done in [6]. The routing in [6] was designed specif-
tonomous system (AS) by Internet backbone providers ically to exploit the mesh network topology to find two
like UUNET [25] or Internet service providers to guar- disjoint paths and cannot be used for topologies such as
antee QoS to their customers. It is well known that In- the USANET.

ternet backbone providers attempt to design their physical 2) We route the end-to-end and segmented backup paths as
networks to ensure that there are disjoint paths between follows.

any two routers. Also, by confining the scheme to within a) For the end-to-end backup, all components of the

a single AS, one can ignore any sort of scalability con- primary path (i.e., all the links and the intermediate

cerns. nodes) are removed and a shortest path search al-
2) At the application level: It can be run at the applica- gorithm is used to route over links having sufficient

tion level among a set of routers forming a logical net- bandwidth as required by the connection.

work (overlay) over existing physical inter-network such b) For the segmented backup, thin_SegBakalgo-

as in resilient overlay networks (RON) [1], detour [23], rithm is used to route the backup segments over

or reliable backbone (RBONE) [4]. Recent studies on In- links having sufficient bandwidth as required by the

ternet routing stability by Labovitet al.[13] have shown connection.

that in the current inter-domain routing protocol, Border When both the primary and the backup are routed success-
Gateway Protocol (BGP) [22], failure-recovery mechaully, resources are reserved along them using deterministic
nisms take on the order of tens of minutes to stabilize tmﬁckup mu|tip|exing under Sing|e-|ink failure model (as de-
routing tables. This has resulted in a growing research iscribed in the spare resource aggregation algorithm given in
terestin providing QoS guarantees at the application laysection I11).

over an overlay network. For example, in RON, a set of when any component of a primary segment fails, its corre-
end hosts in the Internet run a custom routing protocgponding backup segment is activated and the primary path is
(which can provide QoS guarantees) between themselvgfnimally rerouted only around the failed primary segment. In
Our scheme can be applied in such scenarios for achieving. 1, we show the path after recovering from failure of link 4.
more efficient QoS guarantees. Employing our schemejgtthe faulty component belongs to two successive primary
the overlay level frees us from the deployability concernsegments, any one of the two backup segments corresponding
with resource reservation schemes such as RSVP in faethose segments is activated. Note tesery end-to-end

current Internet. backup is a special case of a segmented backup with one
backup segmentBelow, we use simple illustrations over a
V]. PERFORMANCE EVALUATION 5x 6 mesh topology to capture the intuitive advantages of

segmented backups that motivated our work. We chose the

We evaluated the performance of our scheme by carrying gHésh topology primarily for simplicity in presentation and the
simulation studies on regular network topologies such as mesBggnarios discussed here can be shown to occur over more
of size 5x 5, 7x 7, 9x 9, and 12x 12, as well as real-world realistic topologies such as the USANET (see Fig. 10). The
network topologies like the USANET. These experiments agkperiments are run for a large number of time units. One
similar to those used in [6] and [8] to evaluate the performanggnnection is requested every time unit between a pair of nodes
of end-to-end backups. The network simulator was written ghosen randomly from the set of all possible pairs of nodes.
C++and run on a PC with a Pentium-11 400-MHz processor. Wehe bandwidth requirement of all requested connections is set
also implemented the end-to-end backup scheme as describeg ibne unit. Further, every established connection is torn down
[6] and [8] to compare its performance with that of our schemgiter a fixed number of time units calle@all Duration. The
in terms of the amount of spare resources reserved and the @twork is allowed to reach a stable state before any results
erage call acceptance rate (ACAR) (this represents the fractigig noted. When the network is at a stable state, the number
of requested calls that are accepted when averaged over a Ighgctive connections is proportional @all Duration. Thus,
duration of time) at various network loads. by varying the bandwidth of the links and ti@&all Duration,

In all our network topologies, neighbor nodes are connect@gé can subject the network to varying levels of load. The
by two simplex links, one in each direction, and all links havgraphs shown in this section are plotted for loads (measured as
identical bandwidth and delays. The bandwidth of each link ercentage of total network bandwidth resource on all the links
chosen as 40 UnitS, while the delay is set to one unit. ThUS, ﬂ&erved for both primary and backups taken together) Varying
delay along any path is proportional to its length. The expefom 5% to 70%.
ments consist of establishing a large number of dependable conye use a metric calledverage hoountin all our plots to
nections between pairs of nodes. For every connection, we rogénpare the amounts of resources reserved for various paths.
the primary and backup channels as follows. The average hop count of primary paths is computeti@sum

1) Primary channels are routed from source to destinatiofithe lengths of all the primary paths in the network divided by

using Dijkstra’s shortest-path algorithm over links havinghe total number of active connectiosserage hop counts for
sufficient bandwidth as required by the connection. In thend-to-end backups and segmented backups are calculated sim-
case of multiple shortest paths, the primary is routed ovitairly with the exception that whenever two backups requiring
any one of the paths without any explicit preference givesme unit of bandwidth each are multiplexed on a link, only one

to paths closest to the boundary of network topology, asiit is added to the sum total. It is important to note that in
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Fig. 8. Comparing the amount of spare resources reserved by segmented backup and end-to-end backup schemes over mesh topologies of vé&rieus sizes. (a)
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Fig. 9. Comparing the ACAR for segmented backup and end-to-end backup schemes over mesh topologies of various siZemé¢ah5(b) & 7 mesh.
(c) 9% 9 mesh. (d) 1 12 mesh.

our experiments, the average hop counts of primary and baclaguare meshes of sizes 5, 7, 9, and 12, we chftisePath_Len
paths are directly proportional to the amount of resources te-be 3, 4, 6, and 8, respectively, while for USANET we chose it
served for the paths as every connection has the same one taniite 0. These values are reasonable as a significant percentage
of bandwidth requirement. For example, suppose that at 4qUSANET—100%, 5x5 mesh—66%, 1% 12-52%) of
network load, the average hop counts of primary and segmentexdie pairs in these network topologies have the length of the
backup are 12 and 6, respectively. This implies that while 408hortest path between them greater than the chosen value of
of the total network resources are reserved, two-thirdg((2+ Min_Path_Len
6)) of the reserved resources are allocated for primary paths (i.e.ln Fig. 8, we compare the resource reservation requirements
27% of the total network resources) while one-thsd((12+6)) of our scheme with that of the end-to-end backup scheme for
of the reserved resources are allocated for backup paths (ineeshes of varying sizes. Similarly, we compare the ACAR of
13% of the total network resources). the two schemes in Fig. 9. Finally, in Fig. 11, we compare the
We expect the advantages of using our scheme ovymrformance of the schemes over USANET. We now go into a
end-to-end backup schemes to increase as the length of die&iled analysis of the results in each of these figures.
primary increases. This is because longer primary paths hav&Comparing the Amount of Spare Resources Reservée:
more backup segments and all of the advantages that go wgjtaphs in Fig. 8(a)—(d) show the average hop counts of primary
them. To capture this effect in our study, we introduced a ppath, end-to-end backup and segmented backup at various net-
rameter calledMin_Path_Lenand requested only connectionsvork loads for meshes of sizes&b, 7x 7,9x 9, and 12x 12,
between nodes that have the length of the shortest path betwesspectively. Note that for the average hop count of primary
them greater thaMin_Path_LenWe choseMin_Path_Lerde- paths, we plot a single curve rather than separate curves for the
pending on the size and diameter of the network topology. Rwo schemes. In our simulations, we found that the hop counts
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TABLE | difference in hop counts and more savings in spare resources
AVERAGE NUMBER OF BACKUP SEGMENTS FORVARYING MESHSIZES reserved. This difference in resources reserved improves from
Mesh Size | 5 X5 TX7 9X9 12X 12 15% in 5x 5 mesh to 25% in 1& 12 mesh.
Segments | 1.26 1.39 1.49 1.59 Comparing the ACARThe graphs in Fig. 9(a), (b), (c),

and (d) show the ACAR curves for end-to-end backup and
segmented backup schemes at various network loads for
feshes of sizes 55, 7x7,9%x 9, and 12« 12, respectively.

ge following characteristics can be observed.

of primary paths for the schemes differ by as little as 4%. Th
prompted us to plot only a single curve as it facilitates comp

ison of the relative performances of the schemes. The followin ]
characteristics can be easily spotted. 1) The ACAR curves are stable and high for small network
1) The spare resources required by either scheme are coné I%?dsd?cfnd then F“OE suddenlyfan(iesltgeply. hi i
siderably less than the resources required for the primary ) he difierence |r_1t € curves for Mesh 1S negi-
path. gible, while the difference is nouceaple (ours gives petter
2) As the network load increases, the average hop count for AC'A&R,) for smlaller net\(vorks eﬁpeC|aIIy>5b5 mesg;.thls
primary path varies very little, while it decreases steadily trend Is exactly OPpos'te to what was observed in spare
for backups. resource reservation.

3) Our scheme always requires a lesser amount of spare re2) I\Nh(;l_e ourschemeS%z)//ességAli 1'003 until tt;e nﬁtwork
sources than the end-to-end scheme. This difference in 02 INCreases to 50%-55%, the end-to-end scheme never

resources reserved is quite significant at low and interme- gives ACAR = 1.000 even when the network load is as

diate loads (30%-45%) but decreases toward high loads. low ashS%. h ) liahtly high K
4) As we go to larger networks, from55 to 12x 12: 4) 8;:1:0 eme reaches saturation at slightly higher networ

a) The average hop count of the primary path increases
considerably and the number of backup segmentsThe high ACAR values noted in observation 1 for both
per segmented backup increases as shown in Tableg schemes until the network is heavily loaded are expected,
b) The hop count difference between end-to-er@s any mesh topology has a large number of alternate routes
backup and segmented backup increases. between any two nodes. Almost all calls are accepted until
We now attempt to explain the observed characteristidge network reaches saturation. This also accounts for the
Observation 1 is a direct consequence of backup multiplexiritggligible difference between the ACAR curves for segmented
which allows backups to share reserved resources. As fHid end-to-end backups in a £212 mesh. Both schemes score
network load increases, more backup paths are active sim(gry high ACAR until they reach saturation at about 70% load.
taneously, which improves the chances for multiplexing. Thidowever, the ACAR improvement in smaller networks comes
increased multiplexing explains the decrease in the averdicause of the scenario illustrated in Fig. 2(a) and generalized
hop count (proportional to resources reserved) for backupsisTheorem 1. There exist node pairs such that end-to-end
noted in observation 2. Also, increasing the network load alté?dckups do not exist for a chosen primary path between them
the number of primary paths that are active simultaneoudhit segmented backups do exist. The probability of encoun-
but not their length, so their average hop count hardly varidgfing such a scenario decreases rapidly with the increase in
As we argued in Section Ill, backup segments are shortBe size of the network. This explains our observations 2 and
than end-to-end backup segments, which improves the chagde&inally, a probable explanation for observation 4 is that our
of multiplexing in the former over the latter. This explain$cheme accepts more calls by reserving less resources, thereby
observation 3, where we notice increased savings in resouréailrating at a higher load than the end-to-end scheme.
reserved for our scheme. However, it is not possible to sharéComparing the Performance of Segmented Backup and
more and more resources by the way of multiplexing indefEnd-to-End Backup Schemes Over USANETFig. 11(a) and
nitely and these additional savings decrease at high loads, wkh We plot the relative performance of segmented backup and
the network reaches saturation (The graphs showing ACAR§Rd-to-end backup schemes over the USANET topology shown
Fig. 9 indicate that the networks saturate at 70%—75% load).in Fig. 10, using average hop count and ACAR as metrics. We
Observation 4(a) is expected as larger networks allow long®te the following.
connections to be established. With increasing primary path 1) The average hop count of the primary path of connections
lengths, it is natural to expect an increase in the number of  established is very low (3-3.5).
backup segments. This is shown in Table I, where there is a2) The curves for spare resource reservation between the two
steady increase in the average number of backup segments for schemes are almost inseparable.
increasing mesh sizes at moderate network loads (40%-%50%).3) There is significant and uniform improvement in the call
We can explain our observation 4(b) as follows. As the average  acceptance rate. Even at very low loads, the ACAR for
number of backup segments increases, the backup segments end-to-end backup scheme never goes above 0.945.
tend to be increasingly shorter compared to their end-to-endppservation 1 is explained by the fact that the network is
counterparts. This improves the chance of multiplexing in segmaj|, with just 28 nodes, and thitin_Path_Lenwas set to
mented backups over end-to-end backups, resulting in greg§efyith the small average primary path length @), a vast

2The average number of backup segments is less than two in all meshes @Oty of the calls will have backups with only one segment
to our choices of network topology and load for the simulations. (same as end-to-end backup). Thus, the resource resevation by
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have also given an efficient backup route selection algorithm.
We evaluated the proposed scheme through extensive simula-
tions and demonstrated the superior performance of our method
compared to earlier schemes.

In order to realize the full potential of the method of
segmented backups, routing strategies must be developed for
backup segments to achieve better QoS guarantees on delay
and bounded time failure recovery.

APPENDIX |
PROOF OFTHEOREM 1

Theorem 1

Whenever two disjoint paths exist between a source and a
destination in a network, segmented backups are guaranteed to
exist for any choice of primary path between the end nodes.
However, there are no such guarantees for end-to-end backups.

Proof: In Fig. 2(a), we demonstrated a network topology

Fig. 10. The 28-node topology of the USANET. where disjoint paths exist betv_veen a pair of end_ nodes but
end-to-end backups do not exist for a chosen primary path.
USANET, Min_Path_Len =0 USANET, Min_Path_Len =0 Here, we prove that segmented backups exist whenever disjoint
42) " Goomentoaroneoan —o o0 L Eooorend Backip —o— | Paths exist. We start with a simple observation. We refer to
40| End-to-end Backup —— the backup segment spanning a primary segment tha_t contains
096 | an intermediate nodé&v as a backup segment coverinig.
_38 For example, in Fig. 1, the three backup segments over links
236 0.92 A-C, D-G, andH—K cover the nodesV1-N2, N3—-N5, and
2., < N6-N8, respectively. Observe that a segmented backup for
ra| goss a primary pathP can be constructed by taking the set of all
§3.2 o84l backup segments covering each of the intermediate nodes
<30 in P, as in Fig. 1. Below, we prove our claim of existence
0.8 of a segmented backup by showing the existence of backup
28 ! segments that cover every intermediate node.
26 0.76 | In our graphG(V, E), let the two disjoint paths between
70 20 30 40 50 60 10 20 30 40 50 60 sourceS and destinatiorD be denoted by, and P, respec-
'-°a‘:£)" %) L°a‘(’b()i" %) tively. Let P be any chosen primary path between them and let

len(P) denote its length. Two cases arise:
Fig. 11. Comparing the performance of segmented backup and end-to-endCase 1)len(P) = 1 (i.e.,P hasonly one edg€ S, D)). This

backup schemes over USANET topology. is the special case with no intermediate nodes. One
of P; or P, is a segmented backup fBy, as edgew

both schemes is similar as pointed in observation 2. Finally, as cannot be in bottP, and Ps.

observation 3 points out, about 6% of the requested calls arg-55¢ 2)len(P) > 1 (i.e., P has at least 1 intermediate

rejected because of lack of an end-to-end backup in scenarios node). LetN denote any intermediate node &h

where a segmented backup can be found. We need to show the existence of a backup segment
To summarize, our simulations demonstrate that our scheme that coversN. SinceP; and P, are disjoint, at least

is capable of delivering better resource efficiency as well as one of them does not contaiN. Without loss of

better call acceptance rate compared with existing end-to-end generality let us assume that does not lie onP;.

backup schemes. However, the benefits of our scheme vary with We claim that since 1P and P, have the same end

the network topology and load. Our scheme performs signifi- pointsS andD, and 2)N € P andN ¢ P, a seg-

cantly better for larger networks with low connectivity (more ment (a contiguous subpath) Bf acts as a backup

nodes and less edges) at low and moderate loads. segment coveringV. We prove it using recursion.

Base Case for RecursionP and P; are disjoint. Clearly,

Py is a suitable backup segment covering the primary segment
In this paper, we have proposed segmented backups: a failuPeeontaining V.

recovery scheme for dependable real-time communication in Recursive StepWe apply it whenP and P, are not dis-
multihop networks. This mechanism not only improves resourgmnt. We show the existence of sub pafisand P; for pathsP
utilization and call acceptance rate but also can provide fasterd P; (i.e.,len(P’) < len(P) andlen(P]) < len(Py)) such
failure recovery and better QoS guarantees on end-to-end deldng 1) P’ and P; have the same end points and®2)e P’ and
without compromising the level of fault tolerance provided. W& ¢ P;.

VIl. CONCLUSION
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LetP = S,i41,%9,...,0,...,0(= N),...,DandP, = S, BS,;, BS;; andBS;,;_, denote the first, last, and the penul-
J1,72,...,Jss - ., D, denote the nodes along the paths wjth timate nodes of théth backup segment, respectively. Clearly,
andj; representing theth andsth vertices along the pati®  PS; y = BS; ¢, PS;; = BS,,;Vi. Also, note that the first and
and P, respectivelyN is thekth intermediate node on the paththe penultimate nodes of a segment with only a single link are
P. As P and P, are not disjoint, they must have some commotihe same.
nodeN’ suchthatV’ = i,., = j,, forsomery, s;. AsnodeN ¢ To show the existence of a path frdb, (= S) to PSS (=
Py eitherry < k orry > k. In either case, we defin®’ and D) in G’ that is of equal weight, we claim that: 1) there ex-
P| as follows: Ifry < k, P’ =4y ,4p,41,...,ix = N,...,D ists a path fromPS; ; to PS;;_; that is of same weight as
andP| = js, (= iry),Jsy+1,. .-, D. If 11 > kthen,P’ = S, BS;Vi < b; 2) there exists a path frofiS, ; to PS; ; that is of
i1,12,...,9k = N,... 4, andP] = S, j1,72,...,Js, (= 4,). Same weight a®.S;; and 3) there exists a path framS, ;_; to
Clearly, 1) paths”’ and P; have same end points and X) € PSS, ; that is of zero weighti < b.

P andN ¢ Pj. Further,len(P’) < len(P) andlen(P;) < All edges of the backup segments that do not point to any
len(Py). vertex inP — {D} are left unchanged while modifying into

If P’ andP; are disjoint the base case assures us of the exig-by step 1 of the algorithm. Thus only the last edg®ify; is
tence of a backup segment coveriNglf not, this step is applied changed’i < b and no edge is changed S, . For eachBS;
recursively. Since the paths are of finite lengths and decreasgtiis last edge fronBS, ;_; to BS; (= PS,;) is redirected to
each iteration, this process always terminates in the base ca®@nt to PS; ;_;. Thus, in the modified grapt’ the edges in
Thus, every node along the primary path is guaranteed a backgi; form a path fromPS; ; to P.S; ;_1Vi < b and the edges in
segment that covers it and a segmented backup can be generBigdform a path fromPS, ; to P.S, ;. This proves our claims 1

by taking all the backup segments together. m and 2 above. As successive primary segments overlap over at
least one edge of the primary path, eitde$; 1 ; = PS;;—1
APPENDIX |l or pred(PS;+1,f, PS;—1). From step 1a of the algorithm, we
PROOF OFTHEOREM 2 know that there is zero weight path from any node on primary

ath P to its predecessors. This proves our claim 3 above.
OBy taking the edges of the paths in claimsh andc above,
we obtain a single path frofS; ¢(= S) to PSy (= D) in G’
that is of same weight as the segmented backup.

We now use the Lemmas 1 and 2 to prove Theorem 21
The weight (cost) of the segmented backup, i.e., the sum of

weights of all backup segments generated, is equal to the weighkorem 2

of the shortest patB found in step 2 of the algorithm. i
Proof: Every directed edge i which does not pointto a _ ' "€ segmented backup generated byNhe_SegBalalgo-

vertex inP — {D} is included in one of the backup segmentgthm is a minimum cost segmented backup for any chosen pri-
by steps 3b and 3c. We replaced every edge which starts froffa’y Path.

vertex not inP but points to a vertex i — { D} with an edge of  Proof: To prove the theorem we need to show that: 1) the
equal weight in step 3d(i). This leaves us with the case of edR&CKUP generated is a valid segmented backup; and 2) it is a
between vertices along primary path Edges from a vertex in minimum-cost segmented backup. While we avoid f(_)rm_al ar-
P to its successor vertex are included in backup segments @nents for 1) here, one can easily prove it by establishing the
step 3d(ii), while edges from a vertex if to its predecessor CONVErse of Lemma 2, namely, every path betwsemd D in
vertices are excluded. However, these excluded edges are of fér§an be mapped to a valid segmented backu@ iby fol-
weight and do not contribute to the weight of the path. Finall{PWing step 3 of the algorithm. Instead, we assume 1) holds and
there are no extra edges added to the backup segments. THEG¥€ 2). Itfollows from Lemma 2 that the weight of the shortest
illustrated in Fig. 5(b) and (c), where both the shortest gath Path inG” betweenS and D is at most the weight of the min-
and segmented backup weigh six units. Thus, we conclude tifaM-cost segmented backup. However, Lemma 1 states that

the weight of the segmented backup generated is equal to & Weight of the segmented backup generated by our algorithm
weight of pathB. m €quals the weight of the shortest path betwSeand D in G,

Thus, we conclude that the weight of the segmented backup gen-
erated byMin_SegBaks at most the weight of minimum-cost
segmented backup. [ |

First, we state and prove two lemmas. We use them Iater%
prove the theorem.

Lemma 1

Lemma 2

Every segmented backup for primary pdttbetweenS and
D in G can be mapped to a path between the same nodg&s in
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