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Abstract

Structuredpeerto-peeroverlay networks provide a sub-
stratefor the constructionof large-scale decentralized
applications,including distributed storage,group com-
munication,andcontentdistribution. Theseoverlaysare
highly resilient; they canroute messagesorrectlyeven
whena large fraction of the nodescrashor the network
partitions. But currentoverlaysare not secure;even a
small fraction of malicious nodescan prevent correct
messagedelivery throughoutthe overlay This prob-
lem is particularlyseriousin openpeerto-peersystems,
wheremary diverse,autonomougpartieswithout pre-
existing trustrelationshipswish to pool their resources.
This paperstudiesattacksaimed at preventing correct
messagelelivery in structuredoeerto-peeroverlaysand
presentslefenseso theseattacks.We describeandeval-
uatetechniqueghat allow nodesto join the overlay, to
maintainroutingstate andto forwardmessagesecurely
in the presencef maliciousnodes.

1 Intr oduction

Structuredpeerto-peer(p2p) overlayslike CAN [16],
Chord [20], Pastry [17] and Tapestry[21] provide a
self-omganizingsubstratdor large-scalepeerto-peerap-
plications. Thesesystemsprovide a powerful platform
for the constructionof a variety of decentralizedser
vices, including network storage,contentdistribution,
and application-leel multicast. Structuredoverlaysal-
low applicationsto locateary objectin a probabilisti-
cally boundedsmallnumberof network hops,while re-
quiring pernoderouting tableswith only a small num-
berof entries.Moreover, the systemsarescalablefault-
tolerantandprovide effective load balancing.

However, to fully realize the potential of the p2p
paradigm suchoverlaynetworksmustbeableto support
an openernvironmentwheremutually distrustingparties
with conflicting interestsareallowedto join. Evenin a
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closedsystemof sufficiently large scale,it may be un-
realisticto assumehat noneof the participatingnodes
have beencompromisedy attaclers. Thus, structured
overlaysmustbe robustto a variety of securityattacks,
including the casewherea fraction of the participating
nodesact maliciously Suchnodesmay mis-route,cor-
rupt, or drop messagesnd routing information. Addi-
tionally, they mayattemptto assumeheidentity of other
nodesandcorruptor deleteobjectsthey aresupposedo
storeon behalfof the system.

In this paper we considersecurityissuesin structured
p2p overlay networks. We describeattacksthat canbe

mountedagainstsuchoverlaysandthe applicationghey

support,andpresenthedesignof securgechniqueshat
canthwart suchattacks. In particular we identify se-
cureroutingasakey building blockthatcanbecombined
with existing, application-specifisecuritytechniquego

constructsecure decentralizedapplicationsupon struc-
turedoverlays. Securerouting requires(1) a secureas-
signmentof node identifiers, (2) securerouting table
maintenanceand (3) securemessagdorwarding. We

presentechniguedor eachof theseproblemsandshov

how usingthesetechniquessecureoutingcanbe main-

tainedefficiently despiteup to 25% of maliciouspartic-

ipating nodes. Moreover, we show thatthe overheadof

secureoutingis acceptable@ndproportionatto thefrac-

tion of maliciousnodes.

Therestof this paperis organizedasfollows. Section2
givessomebackgrounan structurecp2poverlays,spec-
ifiesmodelsandassumptionsanddefinessecureouting.
Sections3, 4 and5 presentattackson and solutionsfor
assignmenof identifiersto nodesroutingtablemainte-
nanceand messagdorwarding, respectiely. Section6
explainshow the overheadf secureroutingcanbe min-
imized by usingself-certifyingdata. Finally, Section7
discusseselatedwork and Section8 provides conclu-
sions.



2 Background, modelsand solution

In this section,we presentsomebackgroundon struc-
turedp2p overlay protocolslike CAN, Chord, Tapestry
and Pastry Spacelimitations prevent us from giving a
detailedoverview of eachprotocol.Insteadwe describe
anabstractmodelof structurecp2poverlaynetworksthat
we useto keepthediscussionndependendf any particu-
lar protocol. For concretenessye alsogive anovervien
of Pastryandpointoutrelevantdifferencesvith theother
protocols. Next, we describemodelsand assumptions
usedlaterin the paperabouthow faulty nodesmay be-
have. Finally, we definesecurerouting and outline our
solution.

Throughoutthis paper most of the analysesand tech-

niguesarepresentedn termsof our abstracimodel,and

shouldapply to other structuredoverlaysexcept when

otherwisenoted.However, the securityandperformance
of our techniqueswas fully evaluatedonly in the con-

text of Pastry;afull evaluationof thetechniquesn other

protocolsis future work.

2.1 Routing overlay model

We definean abstractmodelof a structuredo2p routing
overlay, designedo capturehekey conceptcommonto
overlayslike CAN, Chord, TapestryandPastry

In our model, participating nodes are assigneduni-
form randomidentifiers,nodelds from a large id space
(e.g.,thesetof 128-bitunsignedntegers). Application-
specific objectsare assignedunique identifiers, called
keys selectedfrom the sameid space. Eachkey is
mappedby the overlayto a uniquelive node,calledthe
key's root The protocol routesmessagesvith a given
key to its associatedoot.

To route messagefficiently, each node maintainsa
routing table with nodeldsof other nodesandtheir as-
sociatedP addressesMoreover, eachnodemaintainsa
neighborset consistingof somenumberof nodeswith
nodeldsnearthe currentnodein the id space. Since
nodeldassignments random,ary neighborsetrepre-
sentsarandomsampleof all participatingnodes.

For faulttoleranceapplicationobjectsarestoredatmore
thanonenodein theoverlay. A replicafunctionmapsan
objects key to a setof replicakeys, suchthatthe setof
replicarootsassociatedavith the replicakeys represents
a randomsampleof participatingnodesin the overlay.
Eachreplicaroot storesa copy of the object.

Next, we discussexisting structuredp2p overlay proto-
colsandhow they relateto our abstracmodel.

2.2 Pastry

Pastrynodeldsareassignedandomlywith uniform dis-
tribution from a circular 128-bitid space.Givena 128-
bit key, Pastryroutesan associateanessagd¢oward the

live nodewhosenodeldis numericallyclosesto thekey.
EachPastrynodekeepstrack of its neighborsetandno-
tifies applicationsof changesn the set.

Node state: For the purposeof routing, nodeldsand
keys are thoughtof as a sequencef digits in base2”
(b is a configurationparametewith typical value4). A
nodesroutingtableis organizednto 128/2° rowsand2®
columns.The2° entriesin row r of theroutingtablecon-
tain the IP addressesf nodeswhosenodeldssharethe
first r digits with the presentnodes nodeld;the r + 1th
nodelddigit of the nodein columnc of row r equalsc.
Thecolumnin row r thatcorrespondso thevalueof the
r + 1th digit of the local nodes nodeldremainsempty
A routing table entry is left emptyif no nodewith the
appropriatenodeldprefix is known. Figurel depictsan
exampleroutingtable.

Eachnodealsomaintainsa neighborset(called a “leaf

set”). The leaf setis the setof | nodeswith nodelds
thatarenumericallyclosesto the presenhodesnodeld,
with 1/2 larger and /2 smaller nodeldsthan the cur-

rentnodesid. Thevalueof | is constantfor all nodes
in the overlay, with a typical value of approximately
[8x10g,bNT, whereN is the numberof expectednodes
in theoverlay. Theleaf setensureseliablemessagele-
livery andis usedto storereplicasof applicationobjects.

Messagerouting: At eachrouting step,anodeseekgo
forwardthemessagéo anodein theroutingtablewhose
nodeldshareswith the key a prefix thatis at leastone
digit (or b bits) longerthanthe prefix thatthe key shares
with the presennodesid. If nosuchnodecanbefound,
themessagés forwardedto a nodewhosenodeldshares
a prefix with the key aslong asthe currentnode,but is
numericallycloserto the key thanthe presentnodesid.
If no appropriatenodeexistsin eitherthe routing table
or neighborset, thenthe currentnodeor its immediate
neighboris the message’final destination.

Figure 2 shavs the pathof an examplemessage Anal-
ysis shows that the expectednumberof routing hopsis
slightly below log,uN, with a distribution that is tight
aroundthe mean. Moreover, simulationshows that the
routingis highly resilientto crashfailures.

To achieve self-oilganization Pastrynodesmustdynami-
cally maintaintheir nodestate|.e., theroutingtableand
neighborset,in the presenceof nodearrivals andnode
failures. A newly arriving nodewith the new nodeldX

caninitialize its stateby askingary existing Pastrynode
A to route a specialmessagaising X asthe key. The
messagés routedto theexisting nodeZ with nodeldnu-
merically closestto X. X thenobtainsthe neighborset
from Z andconstructsts routing table by copying rows
from theroutingtablesof thenodest encounterednthe
originalroutefrom Ato Z. Finally, X announcegs pres-
enceto the initial membersof its neighborset,whichin

turn updatetheir own neighborsetsand routing tables.
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Figurel: Routingtableof a Pastrynodewith
nodeld65alx, b = 4. Digits arein basel6, x
representanarbitrarysuffix.

Similarly, the overlay can adaptto abruptnodefailure
by exchanginga smallnumberof messagegO(log,N))
amonga smallnumberof nodes.

2.3 CAN, Chord, Tapestry

Next, we briefly describeCAN, ChordandTapestrywith
anemphasi®n thedifferenceselative to Pastry

Tapestryis very similar to Pastry but differsin its ap-
proachto mappingkeys to nodesandin how it manages
replication.In Tapestryneighboringhodesn thenames-
paceare not aware of eachother Whena nodes rout-
ing tabledoesnot have an entryfor a nodethatmatches
a key’s nth digit, the messages forwardedto the node
with the next highervaluein the nth digit, modulo 2,
foundin theroutingtable. This procedurecalledsurro-
gaterouting, mapskeysto a uniquelive nodeif thenode
routing tablesare consistent. Tapestrydoesnot have a
directanalogto aneighborset,althoughonecanthink of
the lowestpopulatedevel of the Tapestryrouting table
asa neighborset. For fault tolerance,Tapestrys replica
function producesa set of randomkeys, yielding a set
of replicaroots at randompointsin the id space. The
expectednumberof routinghopsin Tapestryis 0g,,N.

Chord usesa 160-bit circular id space. Unlike Pastry

Chordforwardsmessagesenly in clockwisedirectionin

thecircularid space.Insteadof the prefix-basedouting
tablein Pastry Chordnodesmaintainaroutingtablecon-
sistingof upto 160 pointersto otherlive nodeg(calleda
“finger table”). Theith entryin thefingertableof noden

refersto thelive nodewith thesmallesnodeldclockwise
from n+ 2'-1. Thefirst entrypointsto n's successgand
subsequengntriesreferto nodesat repeatedlydoubling
distancedrom n. Eachnodein Chord also maintains
pointersto its predecessoandto its n successorf the
nodeldspace(this successolist representshe neighbor
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Figure 2: Routing a messagefrom node
65alfcwith key d46alc. Thedotsdepictlive
nodesin Pastry’'s circularnamespace.

setin our model). Like Pastry Chords replicafunction
mapsan object’s key to the nodeldsin the neighborset
of thekey’'sroot, i.e., replicasarestoredin the neighbor
setof the key’s root for fault tolerance. The expected
numberof routinghopsin Chordis %IogzN.

CAN routesmessage a d-dimensionalspace where
eachnode maintainsa routing table with O(d) entries
andary nodecanbereachedn (d/4)(NY/%) routinghops
on average.Theentriesin a nodesroutingtablereferto

its neighborsin the d-dimensionakpace.CAN’s neigh-
bortabledualsasboththeroutingtableandtheneighbor
setin our model. Like Tapestry CAN’s replicafunction
producesandomkeys for storingreplicasat diverselo-

cations.Unlike Pastry TapestryandChord,CAN’s rout-
ing table doesnot grow with the network size, but the
numberof routing hopsgrows fasterthanlogN in this
case.

Tapestryand Pastry constructtheir overlayin a Internet
topology-avaremanneto reduceroutingdelaysandnet-
work utilization. In theseprotocols,routingtableentries
canbe chosenarbitrarily from an entire segmentof the
nodeldspacewithoutincreasinghe expectednumberof

routing hops. The protocolsexploit this by initializing

the routing tableto referto nodesthatarenearbyin the
network topology and have the appropriatenodeldpre-
fix. This greatlyfacilitatesproximity routing[17]. How-

ever, it also makesthesesystemsvulnerableto certain
attacksasshavn in Section4.

The choiceof entriesin CAN’s and Chord’s routing ta-
blesis tightly constrained.The CAN routing table en-
tries refer to specificneighboringnodesin eachdimen-
sion,while the Chordfingertableentriesreferto specific
pointsin the nodeldspace.This makes proximity rout-
ing harderbut it protectsnodesfrom attacksthatexploit
attackingnodes’proximity to their victims.



2.4 Systemmodel

The systemrunson a setof N nodesthat form an over

lay usingone of the protocolsdescribedn the previous
section.We assumea boundf (0 < f < 1) onthefrac-
tion of nodesthat may be faulty. Faults are modeled
using a constrained-collusiomyzantinefailure model,
i.e.,faulty nodescanbehae arbitrarily andthey maynot
all necessarilype operatingasa single conspirag. The
setof faulty nodesis partitionedinto independentoali-
tions, which are disjoint setswith size boundedby cN

(1/N<c< f). Whenc= f, all faultynodesmaycollude
with eachotherto causehe mostdamageo the system.
We modelthe casewherenodesaregroupedinto multi-

pleindependentoalitionsby settingc < f. Membersof

a coalition canwork togetherto corruptthe overlay but
areunawareof nodesin othercoalitions.We studiedthe
behaior of the systemwith ¢ rangingfrom 1/N to f to

modeldifferentfailurescenarios.

We assumehatevery nodein thep2poverlayhasa static
IP addressat which it canbe contacted. In this paper
weignorenodeswith dynamicallyassignedP addresses,
and nodesbehindnetwork addresdranslationboxes or
firewalls. While p2poverlayscanbeextendedo address
theseconcerns this paperfocuseson more traditional
network hosts.

The nodescommunicateover normal Internetconnec-
tions. We distinguishbetweerntwo typesof communica-
tion: network-level, wherenodescommunicatedirectly
without routing throughthe overlay, and overlay-level,
where messagesre routed through the overlay using
one of the protocolsdiscussedn the previous section.
We usecryptographidechniquego preventadwersaries
from observingor modifying network-level communica-
tion betweencorrectnodes.An adwersaryhascomplete
control over network-level communicatiorto and from
nodesthat it controls. This can compromiseoverlay-
level communicatiorthatis routedthroughafaulty node.
Adversariesnay delaymessagebetweencorrectnodes
but we assuméhatany messagsentby acorrectnodeto
acorrectdestinatiorover anoverlayroutewith nofaulty
nodess deliveredwithin time D with probability Py.

2.5 Securerouting

Next, we definea securerouting primitive that can be
combinedwith existing techniquesto constructsecure
applicationon structuredo2poverlays.Subsequergec-
tions shav how to implementthe securerouting prim-
itive under the fault and network modelsthat we de-
scribedin the previoussection.

The routing primitives implementedby current struc-
tured p2p overlaysprovide a best-efort serviceto de-
liver amessagéo areplicaroot associatedvith a given
key. With maliciousoverlaynodesthe messagenay be
droppedor corrupted,or it may be deliveredto a mali-

ciousnodeinsteadbf alegitimatereplicaroot. Therefore,
theseprimitivescannotbeusedto constructsecureappli-

cations.For example wheninsertinganobject,anappli-

cation cannotensurethat the replicasare placedon le-

gitimate,diversereplicarootsasopposedo faulty nodes
thatimpersonateeplicaroots. Evenif applicationsuse
cryptographianethodgo authenticat®bjectsmalicious
nodesmaystill corrupt,delete,dery accesgo or supply
stalecopiesof all replicasof anobject.

To addresshisproblemwe defineasecureoutingprim-
itive. Thesecue routing primitive ensuesthat whena
non-faultynodesendsa messge to a key k, themessge
reatesall non-faultymembesin thesetof replicaroots
R« with very high probability. Ry is definedasthe setof
nodeghatcontainsfor eachmembeif the setof replica
keysassociatewith k, aliverootnodethatis responsible
for thatreplicakey. In Pastry for instanceR is simply a
setof live nodeswith nodeldsnumericallyclosesto the
key. Secureoutingensureshat(1) themessagés even-
tually delivered,despitenodesthatmay corrupt,drop or
misroutethe messageand (2) the messagés delivered
to all legitimatereplicarootsfor the key, despitenodes
thatmay attemptto impersonate replicaroot.

Securerouting can be combinedwith existing security
techniquego safely maintainstatein a structuredp2p
overlay. For instance self-certifyingdata canbe stored
on thereplicaroots, or a Byzantine-ault-tolerantrepli-
cation algorithmlike BFT [4] canbe usedto maintain
the replicatedstate. Securerouting guaranteeshat the
replicasare initially placedon legitimate replicaroots,
andthatalookupmessageeachesreplicaif oneexists.
Similarly, securerouting can be usedto build otherse-
cureservicessuchasmaintainingfile metadatanduser
quotasn adistributedstorageutility. Thedetailsof such
servicesarebeyondthe scopeof this paper

Implementingthe securerouting primitive requiresthe

solution of threeproblems: securelyassigningnodelds
to nodes,securelymaintainingthe routing tables,and
securelyforwarding messages.Securenodeld assign-
mentensureghatanattacler cannotchoosehe valueof

nodeldsassignedo the nodesthat the attacler controls.
Withoutit, theattacler couldarrangeo controlall repli-

casof agivenobject,or to mediateall traffic to andfrom

avictim node.

Securerouting table maintenancensureghat the frac-

tion of faulty nodesthat appeaiin the routing tablesof

correctnodesdoesnot exceed,on average the fraction

of faulty nodesin the entireoverlay. Withoutit, an at-

tacker couldpreventcorrectmessageéelivery, givenonly

arelatively smallnumberof faulty nodes.Finally, secure
messagdorwarding ensureghat at leastone copy of a

messagesentto a key reachesachcorrectreplicaroot

for the key with high probability Sections3, 4 and5

describesolutionsto eachof theseproblems.



3 Secue nodeld assignment

The performanceand security of structuredp2p over
lay networksdependnthefundamentaissumptiorthat
thereis a uniform randomdistribution of nodeldsthat
cannotbe controlledby an attacler. This sectiondis-
cusseswhat goeswrong whenthe attacler violatesthis
assumptionandhow this problemcanbeaddressed.

3.1 Attacks

Attackerswho canchoosenodeldscan compromisethe
integrity of a structuredp2p overlay, without needingto
controla particularlylargefraction of the nodes.For ex-
ample,anattacler may partitiona Pastryor Chordover-
lay if shecontrolstwo completeand disjoint neighbor
sets. Suchattaclers may also target particular victim
nodesby carefully choosingnodelds.For example,they
may arrangefor every entry in a victim’s routing table
and neighborsetto point to a hostile nodein a Chord
overlay. At thatpoint, thevictim’s accesgo the overlay
network is completelymediatedy the attacler.

Attackerswho canchoosenodeldscanalso control ac-

cesdo targetobjects.Theattaclercanchooseheclosest
nodeldsto all replicakeys for a particulartarget object,
thuscontrollingall replicaroots. As aresult,theattacler

coulddelete,corrupt,or dery accesgo the object. Even

whenattaclerscannotchoosenodeldsthey maystill be

ableto mountall theattacksabove (andmore)if they can
obtainalarge numberof legitimatenodeldseasily This

is known asa Sybil attack[10].

Previous approachesto nodeld assignmenthave ei-
ther assumecdhodeldsare chosenrandomlyby the new
node[5] or computenodeldsby hashingthe IP address
of thenode[20]. Neitherapproaclis secureébecausean
attacler hastheopportunityeitherto choosenodeldshat
are not necessarilyyandom,or to choosean IP address
thathashego a desirednterval in thenodeldspace Par-
ticularly asIPv6 is deployed,even modestattaclerswill
have more potentialIP addressest their disposalthan
therearelikely to benodesin a givenp2pnetwork.

3.2 Solution: certified nodelds

One solution to securingthe assignmenof nodeldsis

to deleggatethe problemto a central, trustedauthority

We usea setof trustedcertificationauthorities(CAs) to

assignnodeldsto principalsandto sign nodeld certifi-

cates which bind arandomnodeldto the public key that

speakdor its principalandan IP address.The CAs en-

surethatnodeldsarechoserrandomlyfrom theid space,
and prevent nodesfrom forging nodelds. Furthermore,
thesecertificatesgive the overlay a public key infras-

tructure,suitablefor establishingencryptedandauthen-
ticatedchanneldetweemodes.

Like corventionalCAs, ourscanbe offline to reducethe
risk of exposingcertificatesigningkeys. They are not

involvedin the regular operationof the overlay. Nodes
with valid nodeldcertificatescanjoin the overlay, route
messagesand leave repeatedlywithout involvementof
the CAs. As with ary CA infrastructurethe CA's public
keys mustbe well known, and can be installedas part
of the nodesoftwareitself, asis donewith currentWeb
browsers.

Theinclusionof anlP addressn the certificatedeseres
someexplanation.Somep2p protocols suchasTapestry
and Pastry measurethe network delay betweennodes
andchooserouting table entriesthat minimize delay If
an attacler with multiple legitimate nodeld certificates
couldfreely swap certificatesamongnodesit controls,it
might beableto increasdhefractionof attacler'snodes
in atargetnodesroutingtable. By bindingthenodeldto
an|P addressit becomedharderfor anattacler to move
nodeldsacrossodes.We allow multiple nodeldcertifi-
catesper IP addresdecausehe IP addressesf nodes
maychangeandbecaus@therwise attaclerscoulddery
serviceby hijackingvictim’s IP addresses.

A downsideof bindingnodeldgo IP addresseis that, if
anodes|P addresghangeseitherasaresultof dynamic
addressssignmenthostmobility, or organizationahet-
work changesthenthenodes old certificateandnodeld
becomeinvalid. In p2p systemswvherelP addresseare
allowedto changedynamically nodeldswappingattacks
may be unavoidable.

Certified nodeldswork well when nodes have fixed
nodeldswhichis thecasdan Chord,Pastry andTapestry
However, it might be harderto securenodeld assign-
mentin CAN. CAN nodeldsrepresenta zonein a d-

dimensionakpacethatis split in half whena new node
joins[16]. Both the nodeldof the original nodeandthe
nodeldof thejoining nodechangeduringthis process.

3.2.1 Sybil attacks

While nodeldassignmenby a CA ensureghatnodelds
arechosenrandomly it is alsoimportantto preventan

attacler from easilyobtaininga large numberof nodeld
certificates.Onesolutionis to requireanattacler to pay
money for certificatesyia creditcardor ary othersuit-

ablemechanismWith this solution,the costof anattack
grows naturallywith the sizeof the network. For exam-

ple,if nodeldcertificatexost$20,controlling10%of an

overlaywith 1,000nodescosts$2,000andthe costrises
to $2,000,00@vith 1,000,00hodes.Thecostof targeted
attackss evenhigher;it costsanexpecteds20,000t0 ob-

taintheclosesnhodeldto aparticularpointin theid space
in anoverlaywith 1,000nodes. Apart from makingat-

tackseconomicallyexpensie, thesefeescanalsofund

theoperationof the CAs.

Anothersolutionis to bind nodeldsto real-world iden-
tities insteadof chaging mongy. In practice, differ-
ent forms of CAs are suitablein different situations.



The identity-basedCA is the preferredsolutionin “vir -
tual private” overlaysrun by an organizationthat al-
ready maintains employment or membershiprecords
with strongidentity checks.In anopeninternetdeploy-
ment,a monegy/-only CA may be more suitablebecause
it avoids the complexities of authenticatingeal-world
identities.

None of the known solutionsto nodeldassignmentre
effective when the overlay network is very small. For
small overlay networks, we mustrequirethat all mem-
bersof the network aretrustednot to cheat. Only when
anetwork reaches critical masswhereit becomesuf-
ficiently hardfor anattaclerto musterenoughresources
to controlasignificantfractionof theoverlay, shouldun-
trustednodesbeallowedto join.

3.3 Rejected: distrib uted nodeld generation

The CAs represenpoints of failure, vulnerableto both
technicaland legal attacks. Also, for somep2p net-
works, it may be cumbersomeo requireusersto spend
money or prove their real-world identities. Therefore,
it would be desirableto constructsecurep2p overlays
without requiring centralizedauthorities,fees or iden-
tity checks. Unfortunately fully decentralizechodeld
assignmentappearso have fundamentalsecurity limi-
tations[10]. Noneof the methodswe areawareof can
ultimately preventa determinedattacler from acquiring
alargecollectionof nodelds.

However, several techniquesnay be ableto, at a mini-
mum, moderatdherate atwhich anattacler canacquire
nodelds.Onepossiblesolutionis to requireprospectie
nodesto solve crypto puzzles[15] to gain the right to
useanodeld,anapproachhathasbeentakento address
a numberof denialof serviceattacks[13, 8]. Unfortu-
nately thecostof solvingacryptopuzzlemustbeaccept-
ableto the slowestlegitimate node,yet the puzzlemust
behardenougho suficiently slow down anattaclkerwith
accesdo mary fastmachinesThis conflictlimits theef-
fectivenes®f ary suchtechnique.

For completenessye briefly describenereonerelatively
simpleapproachto generatecertifiednodeldsin a com-
pletelydistributedfashionusingcryptopuzzles.Theidea
is to requirenew nodesto generatea key pair with the
propertythatthe SHA-1 hashof the public key hasthe
first p bits zero. The expectednumberof operationge-
quiredto generatesucha key pair is 2P. The properties
of public-key cryptographyallow the nodesto usea se-
cure hashof the public key astheir nodeld. This hash
shouldbe computedusing SHA-1 with a differentini-
tialization vectoror MD5 to avoid reducingthe number
of randombits in nodelds. Nodescan prove that they
performedthe requiredamountof work to usea nodeld
withoutrevealinginformationthatwould allow othersto
reusetheirwork. Thevalueof p canbesetto achievethe
desiredevel of security

It is alsopossibleto bind IP addressesvith nodeldsto
avoid attackson overlaysthat exploit network locality.
Theideais to requirenodesto consumeesourcesn or-
derto be ableto usea givennodeldwith anIP address.
We do this by requiring nodesto find a string x such
thatSHA-1(SHA-1{paddrx),noceld) hasp’ bitsequalto
zero. Nodeswould be requiredto presentsuchanx for
thepair (nodeld,ipaddy to beacceptedy others.

Finally, it is possibleto periodicallyinvalidatenodelds
by having sometrustedentity broadcasto the overlay
a messageupplyinga differentinitialization vectorfor

the hashcomputations.This makesit harderfor an at-

tacker to accumulatemary nodeldsover time and to

reusenodeldscomputedor oneoverlayin anotherover-

lay. However, it requiredegitimatenodego periodically
spendadditional time and communicationto maintain
theirmembershipn the overlay.

4 Secuk routing table maintenance

We now turn our attentionto the problemof securerout-
ing table maintenance.The routing table maintenance
mechanismareusedto createrouting tablesandneigh-
bor setsfor joining nodesandto maintainthemaftercre-
ation. Ideally, eachroutingtableandneighborsetshould
have an averagefraction of only f randomentriesthat
pointto nodescontrolledby theattacler (called“bad en-
tries”). But attaclerscanincreasdhefractionof baden-
triesby supplyingbadroutingupdateswhichreduceshe
probability of routing successfullyto replicaroots.

Preventingattaclersfrom choosingnodeldsis necessary
to avoid this problembut it is not suflicient asillustrated
by thetwo attacksdiscussedhext. We alsodiscusssolu-
tionsto this problem.

4.1 Attacks

The first attackis aimedat routing algorithmsthat use
network proximity information to improve routing ef-

ficiengy: attaclers may fake proximity to increasethe

fraction of bad routing table entries. For example, the

network model that we assumedallows an attacler to

control communicatiorto andfrom faulty nodesthat it

controls. When a correctnode p sendsa probeto es-
timate delayto a faulty nodewith a certainnodeld,an

attacler caninterceptthe probeandhave thefaulty node
closestto p reply to it. If the attacler controlsenough
faulty nodesspreadover the Internet,it canmake nodes
thatit controlsappearcloseto correctnodesto increase
the probability that they are usedfor routing. The at-

tackis harderwhenc (the maximalfraction of colluding

nodes)s smallevenif f islarge.

This attackcanbe ruled out by a morerestrictve com-
municationmodel, sincenodeldcertificatesbind IP ad-
dressedo nodelds(seeSection3.2). For example, if
faulty nodescanonly obsene messagethat are sentto



their own IP addresq19], this attackis prevented. But
notethata roguelSP or corporationwith several offices
aroundtheworld couldeasilyperformthis attackby con-
figuring their routersappropriately The attackis also
possibleif thereis any otherform of indirectionthatthe
attacler cancontrol,e.g.,mobile IPv6.

The secondattackdoesnot manipulateproximity infor-
mation. Instead,it exploits the factthatit is hardto de-
terminewhetherroutingupdatesrelegitimatein overlay
protocoldik e TapestryandPastry Nodesreceverouting
updatesvhenthey join theoverlayandwhenothernodes
join, andthey fetchroutingtablerows from othernodes
in their routing table periodicallyto patchholesandre-
ducehop delays. In thesesystems attaclerscanmore
easilysupplyrouting updateghatalwayspoint to faulty
nodes.Thissimpleattackcauseshefractionof badrout-
ing tableentriesto increasaowardoneasthebadrouting
updatesarepropagatedMore precisely routingupdates
from correctnodespointto afaulty nodewith probability
atleastf whereaghis probability canbe ashigh asone
for routingupdatedrom faulty nodes.Correctnodesre-
ceive updatefrom othercorrectnodeswith probability
at most1l— f andfrom faulty nodeswith probability at
leastf. Thereforetheprobabilitythataroutingtableen-
try is faulty afteranupdates atleast(1— f) x f+ f x 1,
which is greaterthan f. This effect cascadesvith each
subsequentipdate causingthe fraction of faulty entries
to tendtowardsone.

Systemswithout strongconstraintson the setof nodelds
thatcanfill eachroutingtableslotaremorevulnerableo
this attack. Pastryand Tapestryimposevery weak con-
straintsatthetop levelsof routingtables.This flexibility
malesit hardto determineif routing updatesare unbi-
asedout it allowsthesesystemgo effectively exploit net-
work proximity to improve routing performance.CAN
andChordimposestrongconstraintoon nodeldsin rout-
ing tableentries:they needto be the closestnodeldsto
somepoint in the id space. This makesit hardto ex-
ploit network proximity to improve performancéout it is
goodfor security;if attaclerscannotchoosehenodelds
they control,the probability thatan attacler controlsthe
nodeldclosesto a pointin theid spaces f.

4.2 Solution: constrainedrouting table

To enablesecurerouting table maintenanceit is impor-

tant to imposestrong constraintson the setof nodelds
that canfill eachslot in a routing table. For example,
theentryin eachslot canbeconstrainedo betheclosest
nodeldto somepointin theid spaceasin Chord. This

constraintcan be verified andit is independentf net-

work proximity information, which canbe manipulated
by attaclers.

The solution that we proposeusestwo routing tables:
onethat exploits network proximity informationfor ef-
ficient routing (asin Pastry and Tapestry),and onethat

constraingoutingtableentries(asin Chord). In normal
operation thefirst routingtableis usedto forward mes-
sagedo achieve good performance.The secondoneis
usedonly whenthe efficient routing techniquefails. We
usethetestin Section5.2to detectwhenroutingfails.

We modifiedPastryto usethis solution. We usethe nor-
mallocality-awvarePastryroutingtableandanadditional
constrined Pastry routing table. In the locality-avare
routing table of a nodewith identifieri, the slot at level
| anddomaind cancontainany nodeldthat shareshe
first| digitswith i andhasthevalued in thel + 1stdigit.
In the constrainedoutingtable,theentryis furthercon-
strainedto point to the closestnodeldto a point p in the
domain.We definep asfollows: it shareghefirst| digits
with i, it hasthevalued in thel + 1stdigit, andit hasthe
sameremainingdigits asi.

Pastry’s messagdorwardingworkswith the constrained
routing tablewithout modifications.The samewould be

true with Tapestry But the algorithmsto initialize and

maintainthe routingtableweremodifiedasfollows.

All overlay routing algorithmsrely on a bootstiap node
toinitialize theroutingstateof anewly joining node.The
bootstrapodeis responsibléor routingamessagesing
thenodeldof thejoining nodeasthekey. If thebootstrap
nodeis faulty, it cancompletelycorruptthe view of the
overlay network asseenby the new node. Therefore,jit
is necessaryo usea setof diversebootstrapnodedarge
enoughto ensurghatwith very high probability, atleast
one of themis correct. The useof nodeldcertificates
makesthetaskof choosingsucha seteasieecausé¢he
attacler cannotforgenodelds.

A newly joining node,n, picks a setof bootstrapnodes
andasksall of themto routeusingits nodeldasthe key.
Then,non-faulty bootstrapgnodesusesecureforwarding
techniguegdescribedn Section5.2)to obtaintheneigh-
borsetfor thejoining node.Noden collectstheproposed
neighborsetsfrom eachof thebootstramodesandpicks
the “closest”live nodeldsfrom eachproposedsetto be
its neighborset(wherethe definition of closestis proto-
col specific).

The locality-aware routing table s initialized as before
by collectingrows from the nodesalongtherouteto the
nodeld. Thedifferenceis thatthereareseveralroutes;n
picksthe entrywith minimal network delayfrom the set
of candidatest receivesfor eachroutingtableslot.

Eachentryin theconstrainedoutingtablecanbeinitial-
izedby usingsecurdorwardingto obtainthelive nodeld
closestto the desiredpoint p in the id space. This is
similar to whatis donein Chord. The problemis thatit
is quite expensve with b > 1 (recallthat b controlsthe
numberof columnsin the routing table of Tapestryand
Pastry). To reducethe overheadwe cantake advantage
of thefactthat, by induction,the constrainedoutingta-
blesof thenodesin n’s neighborsetpointto entriesthat



arecloseto thedesiredpoint p. Thereforen cancollect
routingtablesfrom the nodesin its neighborsetanduse
themto initialize its constrainedoutingtable. Fromthe
setof candidateghatit recevesfor eachentry, it picks
the nodeldthatis closesto thedesiredpointfor thaten-
try. As asideeffect of this processn informsthenodes
in its neighborsetof its arrival.

We exploit the symmetryin the constrainedoutingtable
to inform nodesthat needto updatetheir routing tables
to reflectn’s arrival: n checksts neighborsetandtheset
of candidatedor eachentry to determinewhich candi-
datesshouldupdateroutingtableentriesto pointto n. It

informsthosecandidatef its arrival.

To ensuraneighborsetstabilizationin theabsencef new
joins andleaves, n informs the membersof its neighbor
setwheneer it changesandit periodically retransmits
thisinformationuntil its receiptis acknavledged.

5 Secure messagdorwarding

The use of certified nodeldsand securerouting table
maintenancesnsurethat eachconstrainedouting table
(andneighborset)hasanaveragefractionof only f ran-
domentriesthatpointto nodescontrolledby theattacler.
But routingwith the constrainedoutingtableis not suf-
ficientbecausehe attacler canreducethe probability of
successfublelivery by simply not forwardingmessages
accordingto the algorithm. The attackis effective even
when f is small,aswe will shav. This sectiondescribes
anefficient solutionto this problem.

5.1 Attacks

All structuredp2p overlaysprovide a primitive to senda
messageo akey. In theabsencef faults,themessagés
deliveredto theroot nodefor the key afteran averageof
h routing hops. But routing may fail if any of theh—1
nodesalongtheroutebetweerthesenderandtherootare
faulty; faulty nodesmay simply dropthe messageroute
themessagéo thewrongplace,or pretendo bethekey’s
root. Therefore,the probability of routing successfully
betweertwo correctnodesvhenafraction f of thenodes
is faulty is only: (1 — f)"1, whichis independentf c.

Therootnodefor akey mayitself befaulty. As discussed
before,applicationscantolerateroot faults by replicat-
ing the information associatedvith the key on several
nodes— the replicaroots Therefore,the probability
of routing successfullyto a correctreplicaroot is only:
o = (1- f)". Thevalueof h dependontheoverlay:it is
(d/4)(N¥9) in CAN, logz(N)/2in Chord,andlog,(N)
in PastryandTapestry

We ransimulationsof Pastryto validatethis model. The
model predictsa probability of successslightly lower
thanthe probability thatwe obsenedin the simulations
(becausehe numberof Pastryhopsis slightly lessthan
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Figure3: Probabilityof routingto a correctreplica.

log,n(N) onaverage3]) but theerrorwasbelov 2%.

Figure 3 plots the probability of routing to a correct
replicain Pastry(computedusingthe model)for differ-

entvaluesof f, N, andb = 4. The probability drops
quite fastwhen f or N increase. Even with only 10%
of the nodescompromisedthe probability of successful
routing is only 65% whenthereare 100,000nodesin a

Pastryoverlay.

In CAN, Pastry and Tapestry applicationscan reduce
the numberof hopsby increasingthe value of d or b.
Fewer hopsincreasehe probability of routing correctly.
For example,the probability of successfutielivery with
f =0.1and100,000nodess 65%in Pastrywhenb = 4
and75%whenb = 6. Butincreasing alsoincreaseshe
costof routing table maintenancea high probability of
routing successequiresan impractically large value of
b. Chordcurrentlyusesa fixedb = 1, which resultsin
alow probability of successe.g.,the probabilityis only
42%underthe sameconditions.

5.2 Solution: detectfaults, usediverseroutes

Theresultsin Figure3 shaw thatit isimportantto devise
mechanismso routesecurely We wanta secue routing
primitive thattakesa messag@anda destinatiorkey and
ensureghatwith very high probability atleastonecopy
of the messageeachesachcorrectreplicaroot for the
key. Thequestionis how to do this efficiently.

Our approachs to routea messagefficiently andto ap-
ply afailuretestto determinaf routingworked. We only
usemore expensve redundantrouting whenthe failure
testreturnspositive. In more detail, our securerout-
ing primitive routesa messagefficiently to the root of
the destinationkey usingthe locality-aware routing ta-
ble. Then,it collectsthe prospectie setof replicaroots
from the prospectie root node and appliesthe failure
testto the set. If the testis negative, the prospectie
replicarootsareacceptedisthecorrectones.If it is pos-
itive, messageopiesaresentover diverseroutestoward
the variousreplicarootssuchthat with high probability
eachcorrectreplicarootis reachedWe startby describ-



ing how to implementthe failure test. Thenwe explain
redundantouting andwhy we rejectedan alternateap-
proachcallediterative routing.

5.2.1 Routing failur e test

The failure test takes a key and a set of prospectie
replicaroots for the key. It returnsnegative if the set
of rootsis likely to be correctfor the key. Otherwise it

returnspositive. Of course routing canfail without the
senderever receving a setof prospectie replicaroots.
The senderetectghis by startinga timer whenit sends
a messagelf it doesnot receve a responseéeforethe
timer expires, the failure testreturnspositive triggering
theuseof redundantouting.

Detectingrouting failuresis difficult because coalition
of faulty nodescan pretendto be the legitimatereplica
roots for a given key. Sincethe replicaroots are de-
terminedby the structureof the overlay, a nodewhose
nodeldis far from the key mustrely on overlayrouting
to determinghecorrectsetof replicaroots.But if ames-
sageis routedby a faulty node,the adwersarycanfabri-
cateacrediblerouteandreplicaroot setthatcontainonly

nodesit controls. Furthermoreijt might be the casethat
theadwersaryjust happendo legitimately controlone of

the actualreplicaroots. This problemis commonto all

structuredo2poverlayprotocols.

The routing failure testis basedon the obsenation that
the averagedensity of nodeldsper unit of “volume”in
theid spaces greaterthanthe averagedensityof faulty
nodelds. The testworks by comparingthe density of
nodeldsin the neighborsetof the sendemwith the den-
sity of nodeldscloseto the replicarootsof the destina-
tion key. We describehetestin detailonly in thecontext
of Pastryto simplify the presentationthe generalization
to otheroverlaysis straightforvard. Overlaysthat dis-
tributereplicakeys for akey uniformly overtheid space
canstill usethis checkby comparingthe densityat the
senderwith the averagedistancebetweeneachreplica
key andits root’s nodeld.

In Pastry the setof replicarootsfor akey is a subsef

the neighborsetof the key’s root node,calledthe key’s

rootneigborset Eachcorrectnodep computesheaver

agenumericaldistancep, betweerconsecutienodelds
in its neighborset. The neighborsetof p containsl + 1

live nodes: p, the /2 nodeswith the closestnodelds
lessthanp’s, andthel /2 nodeswith the closestnodelds
greaterthanp’s. To testa prospectie root neighborset,
rn=ido,...,id| 11, for akey x, p checkshat:

1. all nodeldsin rn have avalid nodeldcertificate the
closestiodeldto the key is the middle one,andthe
nodeldssatisfythedefinitionof aneighborset

2. the averagenumericaldistance l,, betweencon-
secutve nodeldsin rn satisfiesn < pp x y

If rn satisfiesboth conditions,the testreturnsnegative;

otherwise,t returnspositive. The testcanbe inaccurate
in oneof two ways:it canreturnafalsepositivewhenthe

prospectie root neighborsetis correct,or it canreturna

false nggativewhenthe prospectie setis incorrect. We

call the probability of false positves a and the proba-
bility of falsenegatives. The parametel controlsthe

tradeof betweena and 3. Intuitively, increasingy de-

creases butit alsoincreaseg$.

AssumingthatthereareN live nodeswith nodeldsuni-
formly distributed over the id space(which haslength
D = 21%9), the distancesbetweenconsecutie nodelds
areapproximatelyindependenéxponentialrandomvari-
ableswith meanD/N for largeN. Thesameholdsfor the
distancedetweenconsecutie nodeldsof faulty nodes
that cancolludetogetherbut the meanis D/(c x N). It
is interestingto notethata and areindependentf f.
They only dependon the upperbound,c, onthefraction
of colluding nodesbecausdaulty nodesonly know the
identitiesof faulty nodesthatthey colludewith.
Undertheseassumptionsye have derivedthefollowing

expressiongo computea andp (seedetailedderivation
in the Appendix):

nkke—n-k /.oo u—1lgn(u=1) oo \k—Lg—k(v—1)
o J

n—DI(k—1) =D S kopr v

a(nk,y) = 0

1
B(n,k,y,c) = a(k,n, \TC)

Theseexpressionganbe usedto computea andf3 nu-
merically. We alsocomputedhe following closed-form
upperboundsfor a and:

a< e(p{—k[(r +1) Iog:_%l —Iogy] }

B< mp{—k[(r +1)log ¥ +log(yo)| }

wheren is the numberof distancesamplesisedto com-
putep,, kis thenumberof distancesamplesisedio com-
putepyn, andr = n/k. Thetestaboreusedn=k=1.

The analysisshavs thata and 3 areindependentf N
(provided k < N), and that the tests accurag can be
improvedby increasinghe numberof distancesamples
usedto computethe means. It is easyto increasethe
numberof samplesn usedto computep, by augment-
ing the mechanisnthat is alreadyin placeto stabilize
neighborsets. This mechanisnpropagatesiodeldsthat
areaddedandremovedfrom a neighborsetto the other
membersof the set; it can be extendedto propagate
nodeldsfurther but we omit the detailsdue to lack of
space.lt is hardto increasehe numberof samplesised
to computel,, becausef someattacksthatwe describe
belov. Thereforewe keepk = 1.

We ran several simulationsto evaluatethe effectiveness
of our routing failure test. The simulationsranin a sys-
temwith 100,000randomnodelds.Figure4 plotsvalues
of a andp for differentvaluesof y with f = ¢ = 0.3, the
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Figure4: Routingfailure test: probability of falsepos-
itives (o) and negatives (8). The predictedcurves are
almostindistinguishablefrom the simulation measure-
mentsbut the upperboundsarenot tight.

numberof samplesatthesendeis n= 256,andthenum-
berof rootneighbordgs k=1 = 32. Thefigureshowspre-
dicted valuescomputednumerically the upperbounds,
andvaluesmeasuredn the simulations. The predicted
curvesmatchthemeasureaurvesalmostexactly but the
upperboundsare not very tight. The minimum error
is obtainedwhena = 3, which is equalto 0.0008with

y=1.72in this case.

Attacks: Therearesereralattackghatcouldinvalidate
theanalysisandwealenourroutingfailuretest.First, the
attaclercancollectnodeldcertificateof nodeghathave
left the overlay, andusethemto increasehe densityof
aprospectie root neighborset. Secondthe attacler can
includebothnodeldsof nodest controlsandnodeldsof
correctnodesin a prospectie root neighborset. Both
attackscan reducethe probability that messageseach
all correctreplicaroots. The secondattackis harderto
counterin overlaysthatdistributereplicakeys overtheid
spacebecausaeplicarootshave no detailedknowledge
aboutthenodeldscloseto otherreplicakeys.

Theseattackscanbe avoidedby having the sendercon-
tact all the prospectie root neighborsto determineif
they arelive andif they have a nodeld certificatethat
wasomitted from the prospectie root neighborset. To
implementthis efficiently, the prospectie rootreturnsto
the sendera messagevith thelist of nodeldcertificates,
alist with thesecurehashe®f theneighborsetsreported
by eachof the prospectie root neighborsandthe setof
nodeldgnotin theprospectierootneighborset)thatare
usedo computehehashedén thislist. Thesenderchecks
that the hashesare consistentith the identifiersof the
prospectie root neighbors.Then,it sendsachprospec-
tive root neigborthe correspondingreighborsethashfor
confirmation.

In the absencef faults,the root neighborswill confirm
the hashesaindthe sendercanperformthe densitycom-
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Figure5: Routingfailuretest: minimum error probabil-
ity withoutnodeldsuppressiomattacksandvaryingnum-
berof samples.

parisonimmediately For a sufficiently large timeout,
this happenswith probability 1 = binom(0;k, f), where
binomis the binomial distribution [6] andk is the num-
berof root neighbors.With faulty nodesin the prospec-
tive root neighborset, the routing failure test may re-
quire morecommunicatiorbeforethe densitycheckcan
berun. We aresitill studyingthebeststratey to dealwith
this case.Currently we considerthetestfailedwhenthe
prospectrerootneighborglon’'t agreeanduseredundant
routing. But, it may beworthwhile investingsomeaddi-
tionalcommunicatiorbeforerevertingto redundantout-

ing.

In additionto theseattacksthereis anodeldsuppession
attad thatseemgo beunavoidableandsignificantlyde-
creaseghe accurag of this test. The attacler cansup-
pressnodeldscloseto the senderby leaving the over-
lay, which increaseq. Similarly, the attacler cansup-
pressnodeldsin the root neighborset, which increases
a. Furthermorethe attacler canalternatebetweenthe
two modesandhonesinodeshave noway of detectingn
which modethey areoperating.

We ransimulationsto computethe minimumerrorprob-
ability (a = ) with andwithout nodeldsuppressiomt-
tacksfor differentvaluesof ¢ = f. The probability of
errorincreasegastwith c andit is higherthan0.001 for
¢ > 0.35evenwith 256samplesatthesenderThenodeld
suppressiorttackincreaseshe minimum probability of
error for large percentagesf compromisechodes.e.g.,
the probability of erroris higherthan0.001for ¢ > 0.2
even with 256 samplesat the sender Figures5 and 6
shaw theresultswithoutandwith nodeldsuppressioat-
tacks,respectiely.

Theseresultsindicatethat our routing failure testis not
very accurate.But, fortunatelywe cantradeoff anin-

creasan a to achieve atarget 3 anduseredundantout-
ing to disambiguatdalsepositives. We ran simulations
to determinethe minimum a that canbe achieved for a
target = 0.001 with differentvaluesof ¢ = f, anddif-

ferentnumbersof samplesatthe senderFigure7 shavs
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Figure7: Routingfailure test: probability of falseposi-
tivesfor afalsenegative rate of 0.001with nodeldsup-
pressiorattacksandvarying numberof samples.

theresultswith nodeldsuppressiomttacks.

The resultsshav thatthe testis not meaningfulfor this

target B and ¢ > 0.3 with nodeld suppressiorattacks.
However, settingy = 1.23with 256 samplesatthesender
enablegheroutingfailuretestto achieve thetarget for

¢ < 0.3. For this value of y andwith ¢ = 0.3, nodeld
suppressiomttackscanincreasen to 0.77. But without
nodeldsuppressiorattacksthe valueof a is only 0.12,
i.e.,redundantoutingis required12%of thetime.

5.2.2 Redundantrouting

The redundantrouting techniqueis invoked when the
routingfailuretestis positive. Theideais simplyto route
copiesof the messag®ver multiple routestoward each
of thedestinatiorkey’sreplicaroots.If enoughcopiesof
themessagaresentalongdiverseroutesto eachreplica
key, all correctreplicarootswill receive atleastonecopy
of themessageavith high probability.

Theissueis how to ensurethatroutesarediverse. One
approacthis to askthe membersf the senders neighbor
setto forward the copiesof the messageo the replica
keys. This techniqueis sufficient in overlaysthat dis-
tributethereplicakeys uniformly overtheid spacge.g.,

CAN and Tapestry). But it is not sufficient in overlays
thatchoosereplicarootsin the neighborsetof the key’s
root (e.g.,ChordandPastry)becausehe routesall con-
vergeonthekey’s root, which mightbefaulty. For these
overlays,we developeda techniquecalled neighborset
anycasthatsendsopiesof the messageowardthedes-
tinationkey until they reachanodewith thekey’srootin
its neighborset. Thenit useshedetailedknowledgethat
suchanodehasaboutthe portionof theid spacearound
thedestinatiorkey to ensurethatall correctreplicaroots
receve acopy of themessage.

To simplify the presentationye only describein detail
how redundantoutingworksin Pastry If acorrectnode
p sendsa messag#o a destinatiorkey x andtherouting
failuretestis positive, it doesthefollowing:

(1) p sendsr messageto the destinationkey x. Each
messages forwardedvia a different memberof p’s
neighborset; this causesthe messageso use diverse
routes.All messageareforwardedusingtheconstrained
routingtableandthey includeanonce.

(2) Any correctnodethatrecevesone of the messages
andhasx'srootin its neighborsetreturnsits nodeldcer
tificate andthe nonce signedwith its privatekey, to p.

(3) p collectsin aset thel /2 + 1 nodeldcertificates
numericallyclosesto x ontheleft, andthel /2+ 1 clos-
estto x on theright. Only certificateswith valid signed
noncesareaddedo A’ andthey arefirst markedpending

(4) After atimeoutor afterall r repliesarereceved, p
sendsa list with the nodeldsin A to eachnodemarked
pendingin A’ andmarksthenodesdone

(5) Any correctnodethatrecevesthis list forwardsp’s
original messagéo the nodesin its neighborsetthatare
not in the list, or it sendsa confirmationto p if there
are no suchnodes. This may causesteps2 to 4 to be
repeated.

(6) Oncep hasreceveda confirmationfrom eachof the
nodesin A/, or step4 wasexecutedthreetimes,it com-
putesthe setof replicarootsfor x from A/

If thetimeoutis sufficiently largeandcorrectnodeshave
anothercorrectnodein eachhalf of their neighborset,

theprobabilityof reachingall correctreplicarootsof x is

approximatelyequalto theprobabilitythatatleastoneof

the anycastmessagess forwardedover a routewith no
faultsto a correctnodewith thekey’srootin its neighbor
set. Assumingindependentoutes this probabilityis:

1 — binom(0;r, (1 — f)1+1%9»N)

wherebinomis the binomial distribution [6] with O suc-
cessfulroutesy trials,andtheprobabilityof routingsuc-
cessfullyin eachtrial is (1— f)*1%N_ The +1 counts

1The neighborsetsizel shouldbe choserto ensurethis with high
probability



theextrahopfor messagemoutedthrougha neighborset
member The probability of succesdor this technique
depend®n f andis independentf c.

We alsoran simulationsto determinethe probability of

reachingall correctreplicarootswith ourredundantout-

ing technique. Figure 8 plots the predictedprobabil-

ity and the probability measuredn the simulator for

100,000no0des,b = 4, and| =r = 32. The analytic
modelmatcheghe resultswell for high succesgproba-
bilities. Theresultsshav thatthe probability of success
is greaterthan0.999for f < 0.3. Therefore,this tech-

niguecombinedwith ourroutingfailuretestcanachiese

areliability of approximately0.999for f < 0.3.
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Figure8: Model andsimulationresultsfor the probabil-
ity of reachingall correctreplicarootsusingredundant
routingwith neighborsetanycast.

We studiedseveral versionsof redundantrouting that
achieve the sameprobability of succes$ut performdif-
ferently. For example, the signednoncesare usedto
ensurethat the nodeld certificatesin A’ belongto live
nodes. But nodescan avoid signing noncesby peri-
odically signing their clock readingin a systemwith
looselysynchronizedtlocks,andno signaturesare nec-
essanyif the attacler cannotforge IP sourceaddresses.
We arestill exploring the designspace.For example,it
shouldbe possibleto improve performancesignificantly
by sendingthe arycastmessagesneat a time and us-
ing a versionof the routing failure test after eachone.
This approachwould alsowork well whenreadingself-
certifying data.

5.2.3 Putting it all together: performance

Theperformancef Pastry's secureouting primitive de-
pendson the costof the routing failure test, the cost of
redundantouting, andon the probability thatredundant
routingcanbeavoided. This sectionpresent@nanalysis
of thesecostsandprobability. For simplicity, we assume
thatall faulty nodescancollude (c = f), the numberof
probesusedby redundantoutingis equalto theneighbor
setsize(r = 1), the numberof samplesat the sourcefor
routingfailuretestsis n = 256,andthe numberof nodes
in theoverlayis N = 100,000.

The costof therouting failure testwhenit returnsnega-
tiveis anextraround-tripdelayand2l +1 messagestThe
total numberof bytesin all messagess:

| x (IdSize+ 2HashSizg+ (I + 1) x IdCertSizet (2| + 1) x HdrSize

Using PSS-R[1] for signing nodeld certificateswith

1024-bitmodulusand512-bitmodulusfor thenodepub-
lic keys, the nodeldcertificatesizeis 128B. Therefore,
theextra bandwidthconsumedy theroutingfailuretest
is approximately5.6 KB with | = 32 and2.9 KB with

| = 16 (plus the spaceusedup by messageheaders).
Whenthe testreturnspositive, it addsthe samenumber
of messageandbytesbut the extra delayis the timeout
period.

The costof redundantoutingdepend®nthevalueof f.
The bestcaseoccurswhenall of the root's neighborset
is addedto A in the first iteration. In this case redun-
dantrouting addslog, N + 3 extra messagealelaysand
I x (logyn N + 3) messagesThetotal numberof bytesin
thesemessagess:

I x (I x IdSize+ IdCertSizet SigSize + | x (logy N + 3) x HdrSize

Using PSS-Rfor signingnoncesthe signednoncesize
is 64B. Therefore the extra bandwidthconsumedn this
casds 22 KB with | = 32and7 KB with | = 16 (plusthe
spaceusedup by messagheaders).

Underattackredundantouting addsa delay of at most
threetimeoutperiodsandthe expectednumberof extra
messagess lessthanl x (log,n N+2) + (1 —g) x (3+ ),

whereg = | x (1— f)!%9»N*1 js the expectechumberof

correctnodesn theroot'sneighborsetthatis addedo A’

in thefirstiteration. Theexpectechumberof messageis

lessthan451with | = 32andf = 0.25andlessthan188
with | = 16 andf = 0.18. Thetotal numberof bytessent
underattackis similar to the bestcasevalueexceptthat
the sendersendsan additionall (I — g) x IdSizebytesin

nodeldlists andthe numberof messagemcreasesThis
is an additional12 KB with | = 32 and f = 0.25 and
1 KB with | = 16 and f = 0.18 (plus the spaceusedup
by messagheaders).

The probability of avoiding redundantrouting is given
by o x T x (1—a), whereao is the probability that the
overlay routesthe messagéo the correctreplicaroot, T

is the probability that there are no faulty nodesin the
neighborsetof theroot,anda is thefalsepositive rateof

the routingfailuretest. We useo = (1 — f)'%9N which
assumetshatroutingtableshave anaverageof f random
badentries.Thisassumptiomoldsfor thelocality-aware
routing tablein the absenceof the attacksdiscussedn

Section4 andit holdsfor the constrainedouting table
evenwith theseattacks We do nothave agoodmodelof

the effect of theseattackson the locality awarerouting
tablebut we believe thatthey arevery hardto mountfor

smallvaluesof f (<0.1).
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Figure 9: Probability of avoiding redundantrouting in
two scenarios:(1l) f < 0.18= > > 0.999with y= 1.8
andl = 16,and(2) f <0.25= X > 0.999with y=1.58
andl = 32.

The parametery andl, shouldbe setbasedon the de-
siredsecuritylevel, which canbe expressedsthe prob-
ability X thatall correctreplicarootsreceie a copy of
themessageTheoverlaysizeandthe assignmenof val-
uesto the parameteramplicitly defineaboundon f. If
this boundis exceeded > will drop. For example,we
saw thatf < 0.3= % > 0.999with y=1.23andl = 32.
But redundantoutingis invoked12%of thetimefor this
valueof y evenwith nofaults.

Onecantradeoff securityfor improved performancey
increasingy to reducea, andby decreasing to reduce
the costof theroutingfailure testandredundantouting
andto increaset. For example,considerthe following

two scenarios:(1)f < 0.18= 2 > 0.999 with y= 1.8

andl = 16,and(2) f <0.25= X > 0.999with y=1.58
andl = 32. Figure9 plotsthe probability of avoiding re-
dundantroutingin thesetwo scenariodor differentval-

uesof f. Without faults, redundantrouting is invoked
only 0.5% of the time in scenario(1) and0.4%in (2).

In the commoncasewhenthe fraction of faulty nodesis

small,therouting failure testimprovesperformancesig-

nificantly by avoiding the costof redundantouting.

5.2.4 Rejected: checlked iterative routing

An alternatve to redundantouting is iterative routing,
assuggestedh Sit andMorris [19]: the senderstartsby
looking up the next hopin its routing table and setting
avariablen to point to this node;then, the senderasks
n for the next hopandupdates to pointto thereturned
value. The processs repeatedintil this valueis theroot
of thedestinatiorkey.

Iterative routingdoubleshe costrelative to themoretra-
ditional recursve solutionbut it mayincreasehe proba-
bility of routingsuccessfulljpecausé allowsthesender
to pick analternate next hopwhenit fails to receve an
entryfrom anode.Thisis notastrongdefensegainstan
attacler who canprovide a faulty nodeasthe next hop.
However, iterative routing can be augmentedvith hop

teststo checkwhetherthe next hopin arouteis correct.

Hop testsare effective in systemdike Chord or Pastry
with the constainedrouting table becausesachrouting
tableentryshouldcontainthenodeldclosesto a specific
point p in theid space.Onecanusea mechanisniden-
tical to the nodelddensitycheckingthatwe usedfor the
routing failure test. The only differenceis that the av-

eragedistancebetweenconsecutie nodeldscloseto the
senderis comparedo the distancebetweenthe nodeld
in the routing table entry and the desiredpoint p. We

ran simulationsto computethe false positive and false
negative ratesfor this approactwith differentvaluesof ¢

(theseratesareindependentf f). For example the min-

imum error for this hoptest(a = B) is equalto approx-
imately 0.35with ¢ = 0.3 and 256 sampleso compute
themeanatthesender

The erroris high becausehereis a singlesampleat the
destinationhop. However, our simulationsindicatethat
iterative lookupsusingPastry's constrainedoutingtable
with this hop checkimprove the probability of routing
successfullyFor example theprobabilityof routingsuc-
cessfullywith ¢ = 0.3, N = 100,000,b = 4,1 = 32,and
256sampleso computehemeanatthesenderimproves
from below 0.3to 0.4. But it addsan extra 2.7 hopsto
eachrouteon averagebecausef falsepositives.

We tried to increasethe numberof samplesby having
the sendeifetch an entirerouting table row during each
iterative routing stepwithout revealingthe index of the
requiredslot. Unfortunately this performsworsethan
obtaininga singlesamplebecausehe attacler cancom-
bine goodandbadroutingtableentriesto obtaina high
averagedensity

We alsotried to combinecheclediterative routing with
the redundantrouting techniquethat we describedbe-
fore. We usedchecled iterative routing for the neigh-
bor setanycastmessages the hopethatthe improved
succesgprobability for the iterative routeswould result
in an improvementover redundantrouting with recur
sive routes.But therewasno visible improvement most
likely becausehe iterative routesare lessindependent
thanthe recursve routes. We concludethat the routing
failuretestcombinedwith redundantoutingis the most
effective solutionfor implementingsecureouting.

6 Self-certifying data

The securerouting primitive addssignificantoverhead
over conventionalrouting. In this section,we describe
how theuseof secureoutingcanbeminimizedby using
self-certifyingdata

The relianceon securerouting can be reducedby stor
ing self-certifying datain the overlay; i.e., datawhose
integrity canbeverifiedby theclient. Thisallows clients
to useefficient routing to requesta copy of an object.



If a client recevesa copy of the object, it cancheck
its integrity andresortto securerouting only whenthe
integrity checkfails or therewas no responsewithin a
timeoutperiod.

Self-certifyingdatadoesnothelpwheninsertingnew ob-

jectsin theoverlayor whenverifying thatanobjectis not

storedin the overlay. In thesecaseswe usethe secure
routing primitive to ensurethat all correctreplicaroots
arereachedSimilarly, nodejoining requiressecureout-

ing. Neverthelessself-certifyingdatacaneliminatethe

overheadbf secureroutingin commoncases.

Self-certifyingdatahasbeenusedn severalsystemsFor
example, CFS[7] usesa cryptographichashof a file's
contentsas the key during insertionand lookup of the
file, andPAST [18] insertssignedfiles into the overlay.

The techniquecan be extendedto supportmutableob-

jectswith strongconsisteng guaranteesOnecanusea

systemlike PAST to storeself-certifyinggroup descrip-
torsthatidentify the setof hostsresponsibldor replicat-
ing the object. Groupdescriptorsanbe usedasfollows.

At objectcreationtime, the owner of the objectusesse-
curerouting to inserta group descriptorinto the over-

lay underakey thatidentifiesthe object. The descriptor
containsthe public keys andIP addressesf the object’s

replicaholdersandit is signedby the owner.

The replica group can run a Byzantine-ault-tolerant
replicationalgorithmlike BFT [4] andthe initial group
memberships the set of replica roots associatedvith
thekey. In this setting,readandwrite operationsanbe
performedasfollows: the client usesefficient routingto
retrieve a groupdescriptorfrom the overlay andchecks
thedescriptors signaturejf correct,it usesthe informa-
tion in the descriptorto authenticatahe replicaholders
andto invoke a replicatedoperation. If the client fails
to retrieve a valid descriptoror if it fails to authenticate
thereplicaholders,t useshesecureroutingprimitive to
obtaina correctgroupdescriptoror to asserthatthe ob-
jectdoesnot exist. This procedurgprovidesstrongcon-
sisteny guaranteeglinearizability [11]) for readsand
writeswhile avoiding theroutingfailuretestin the com-
moncase.

Changingthe membershipof the groupthat is respon-
sible for replicatingan objectis not trivial; it requires
securelyinsertinga new groupdescriptorin the overlay
andensuringthat clients canreliably detectstalegroup
descriptors. The following techniqueallows groupsto
changemembershipwhile retaining strong consisteng
guarantees Eachgroup of hoststhat storesreplicasof
a given object maintainsa private/publickey pair as-
sociatedwith the group. When the group membership
changesgachhostin the nev membershipgenerates
new key pair for the group, the hostsin the old mem-
bershipusetheir old keys to signa new groupdescriptor
containingthe new keys, andthendeletethe old keys.

If this operationis performedby a quorum of replica
holdersbeforethe boundon the numberof faulty group
membersis exceeded[4], old replica holdersthat fail

will notbeableto colludeto pretencthey arethecurrent
groupbecausehey cannotform the quorumnecessaryo

authenticatehemselesto aclient.

Group descriptorscan be authenticatedy following a
signaturechainthat startswith an owner signatureand
hassignaturesof a quorumof replicasfor eachsubse-
quentmembershighange. The chaincanbe shortened
by anew signaturérom theowneror, alternatvely, repli-
cascanuseproactie signaturesharing[12] to avoid the
needfor chainingsignatures.

7 Relatedwork

Sit and Morris [19] presenta framework for perform-
ing securityanalyseof p2pnetworks. Their adwersarial
model allows for nodesto generatepackets with arbi-
trary contents but assumeghat nodescannotintercept
arbitrarytraffic. They thenpresenta taxonomyof pos-
sible attacks. At the routing layer, they identify node
lookup, routing table maintenanceand network parti-
tioning / virtualization as securityrisks. They alsodis-
cussissuesn highetrlevel protocols suchasfile storage,
wherenodesnay not necessarilynaintainthe necessary
invariants,suchasstoragereplication. Finally, they dis-
cussvariousclasse®f denial-of-servicattacks,nclud-
ing rapidly joining andleaving the network, or arranging
for othernodesto sendbulk volumesof datato overload
avictim’s network connection(i.e., distributeddenial of
serviceattacks).

Dingledineet al. [9] and Douceur[10] discussaddress
spoofingattacks.With alargenumberof potentiallyma-
licious nodesin the systemandwithout a trustedcentral
authorityto certify nodeidentities,it becomesery dif-
ficult to know whetheryou cantrustthe claimedidentity
of somebodyto whom you have never beforecommu-
nicated. Dingledineproposego addresghis with vari-
ousschemesincludingthe useof micro-cashthatallow
nodesto build upreputations

Bellovin [2] identifiesa numberof issueswith Napster
and Gnutella. He discusse$ow difficult it might be to

limit Napsterand Gnutellause via firewalls, and how

they canleakinformationthatusersmight considerpri-

vate,suchasthesearchyjuerieghey issueto thenetwork.

Bellovin alsoexpressesoncernover Gnutellas “push”

feature,intendedto work aroundfirewalls, which might

be useful for distributed denial of serviceattacks. He

considersNapsters centralizedarchitectureto be more
secureagainstsuchattacksalthoughit requiresall users
to trustthe centralsener.

It is worthwhilementioninga very elegantalternatve so-
lution for secureroutingtablemaintenancandforward-
ing that we rejected. This solution replaceseachnode



by a groupof diversereplicasassuggestedby Lynch et
al. [14]. Thereplicasarecoordinatedusinga statema-
chinereplicationalgorithmlike BFT [4] thatcantolerate
Byzantinefaults. BFT canreplicatearbitrary statema-
chinesand,thereforejt canreplicatePastry's routingta-
ble maintenancandforwardingprotocols.Additionally,
the algorithmin [14] providesstrongconsisteng guar
anteedor overlayroutingandmaintenance.

However, therearetwo disadwantagesthesolutionis ex-
pensve evenwithout faults,andit is lessresilientthan
thesolutionthatwe propose Eachroutingstepis expen-
sive becauset requiresan agreemenprotocol between
thereplicas.Sincethereplicasshouldbe geographically
dispersedo reducethe probability of correlatedfaults,
agreementateny will behigh. Additionally, eachgroup
of replicasmusthave lessthan 1/3 of its nodesfaulty.
Thisboundonthenumberof faulty replicaspergroupre-
sultsin arelatively low probability of successfutouting.
Theprobabilitythatareplicagroupwith r replicass cor-
rectwhenafraction f of thenodesin the Pastryoverlay
is compromiseds 5"/ binon(i;, f), wherebinomde-
notesthe binomial distribution with i successes, trials,
andprobability of success. For example,the probabil-
ity thatareplicagroupis correctwith 20% of thenodes
compromisednd32replicasis lessthan93%. In thisex-
ample,the probability of routing correctlywith 100,000
nodesin theoverlayis only 72%.

8 Conclusions

Structured peerto-peer overlay networks have previ-
ouslyassumea fail-stopmodelfor nodes;ary nodeac-
cessiblen the network wasassumedo correctlyfollow
the protocol. However, if nodesare maliciousandcon-
spirewith eachother it is possiblefor a small number
of nodesto compromisehe overlayandthe applications
built uponit. This paperhaspresentedhe designand
analysisof techniquedor securenodejoining, routing
tablemaintenanceandmessagéorwardingin structured
p2p overlays. Thesetechniquegprovide securerouting,
which canbe combinedwith existing techniquego con-
structapplicationghatarerobustin the presencef ma-
licious participants. A routing failure test allows the
useof efficient proximity-awarerouting in the common
caseresortingto themorecostlyredundantoutingtech-
nigueonly whenthe testindicatespossibleinterference
by anattacler. Moreover, we shov how theuseof secure
routing canbe reducedby using self-certifyingapplica-
tion data. Thesetechniquesallow us to tolerateup to
25%maliciousnodeswhile providing goodperformance
whenthefractionof compromisedodess small.
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Appendix

This appendixdescribesan analytic modelfor the probability
of falsepositvesandnegativesin theroutingfailuretest.

We assumehatthereexist N nodeldsdistributed uniformly at
randomon an intenal of lengthD = 2128 |f N is large and
we look atthe K nodeldsclosestto anarbitrarily chosenoca-
tion on this intenval (for someK < N), the location of these
K nodeldsis well approximatedn distribution by a Poisson
procesf rateN/D. In particular theinter-point distancesre
approximatelyindependenéxponentialrandomvariableswith

meanD/N.

Let F; denotetheexponentiadistributionwith meany; = D/N

and F, the exponentialdistribution with meanp, = D/Nf,

where f is the fraction of faulty nodes. Supposeys, ..., Yk

areindependenidenticallydistributed(iid) andaredravn from

one of thesetwo distributionsandwe arerequiredto identify
which distribution they aredrawn from, e.g.,y1,...,Yk canbe
aprospectre setof replicarootsin Pastryandwe aretrying to

determindf thesetis corrector if it containsonly faulty nodes.
An optimal hypothesigestis basedon comparingthe likeli-

hoodratio to athreshold;by writing down thelikelihoodratio,

we seethat this is equivalentto comparingthe samplemean,
denotedyy, to athresholdT .

We arein asituationwhereN is unknavn but we have samples
X1,---,X from Fy (i.e., the samplesthat we collect from the
nodeldscloseto the senderin the id space). We proposethe
following hypothesigest: choosea thresholdof the form yy,
for someconstany € (1,1/ f), andaccept/rejecthe hypothesis
thatY; areiid F; by comparingyy to this threshold. We now
computethefalsepositive probability a, andthefalsenegative
probability, B, for thistest.

Denoten/k by r andassumenvithoutlossof generalitythatr is
aninteger Fori=1,...,k, define

Zi=Y,— Fy(x(i—l)r+1+---+xir)a

andnote thatthe Z; areiid randomvariables. Let S; denote
thesumof j iid exponentialrandomvariableswith meanp; =
D/N. Theeventthatpy > ypx isthenthee\/entthatzg‘:lzi >0.

Thus,

k
a(nky) =Pu( 2> 0)= P(%S( >ls) o

wherewe write P; to denoteprobabilitieswhentheY; have dis-
tribution F;. RecallingthatS; hasthe gammadistribution with
shapeparametejj andscaleparametefl/jy;, we canrewrite the
aboeas

a(n,k,y) = /oo 7(X/u1)n_le*““ /oo 7(X/ul)k_le’“1ydydx

0 H(n—1)! % (k- 1)!
nNKke—n—k o N=1g=n(u=1) roo \k—1g—k(v-1)
= (nfl)!(kfl)!/o (n_1) /yu R

wherewe usedthe changeof variablesu = x/(npy) andv =
y/(kpy ) to obtainthelastequality This expressiorcanbeused
to computea numerically

We now derive a simple closed-formexpressionfor an upper
boundon a. The boundshaws that a decaysexponentially
in thesamplesize k, andin factcaptureghe exactexponential
rateof decay For arbitrary® > 0, we have by Chernof’sbound
that

a<elep0y 2] = (E]) (Eleot-Lx)

Now, if X hasan exponentialdistribution with meany, then
E[e®X]is 1/(1— 6p) for 8 < 1/p and+o0 for 8 > 1/W. Thus,
forall 8 € [0,1/p1), we have

rk

loga < —klog(1— 6y ) — rklog(1+ &)
Thetightestupperboundis obtainedby minimisingtheexpres-
sionon theright over 6 € [0,1/p1). Theminimumis attained

ate= 1 %11 Substitutingthis above yieldsthe bound,
r+y
< — -
a< exp{ k[(r+1) Iogr+1 Iogy]} 2)

We canderive an expressiorfor the falsenegative probability
B3, alongsimilar lines. Now, the; areiid with distribution F,
i.e., they are exponentiallydistributedwith meanpy = py/f,
andwe areinterestedn the eventthat ty < yux. If this hap-
pensthenwe fail to rejectthe hypothesighattheY; have dis-
tribution F1. Thus

k
B(n7 ka Y, f) = PZ(ZZI < O)a

wherewe write P, to denoteprobabilitieswhentheY; are

exponentialwith meanpy /f. In this case,Y; hasthe same
distribution as X;/f, so ¥¥_, Y hasthe samedistribution as
(3K, %)/f, andwe obtainusing(1) that

1
Bnky, 1) =P £ < Y P> b —atkn )

This allows us to computef3 numericallyand by combining
thiswith (2), we obtainthefollowing closed-formupperbound

rﬁ ylf - Iog(vf)] }

B< ap{—k[(r+1)log -



