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Abstract

Coopentive peerto-peerapplicationsare designedto

shake theresoucesof each computerin an overlay net-

work for the commongoodof everyone However, usess

do notnecessariljhavean incentiveto donateresouces
to the systemif they can get the systens resoucesfor

free This paper presentsarchitecturesfor fair sharing

of storage resoucesthat are robust against collusions
amongnodes. We show how requiring nodesto pub-

lish auditablerecodsof their usage cangive nodeseco-
nomicincentivego reporttheir usage truthfully, andwe

presentsimulationresultsthat showthe communication
overheadof auditing is small and scaleswell to large

networks.

1 Intr oduction

A large number of peerto-peer (p2p) systems
have beendevelopedrecently providing a general-
purposenetwork substratg10, 11,13, 14, 16] suit-
able for sharingfiles [6, 7], amongother appli-
cations. In practice, particularly with widespread
p2p systemssuchas Napster Gnutella, or Kazaa,
mary usersmay chooseto consumethe p2p sys-
tem’s resourcesvithout providing ary of their own
resourcedor the useof others[1]. Usershave no
naturalincentiveto provide servicego their peersf
it is not somehwv requiredof them.

This paperconsidersmethodsto designsuchre-
quirementsdirectly into the p2p system. While
we could take a traditional quotaenforcementp-
proach,requiringsomekind of trustedauthorityto
give a user‘permission”to storefiles, suchnotions
arehardto creatan anetwork of peersWhy should
somepeersbe placedin a positionof authorityover
others?If all nodeswereto publishtheir resource
usageaecordsdirectly, whereothernodesareaudit-
ing thoserecordsasapartof thenormalfunctioning
of the system,we might be ableto createa system
wherenodeshave naturalincentivesto publishtheir
recordsaccuratelyldeally, we wouldlike to design

a systemwherenodes actingselfishly behae col-

lectively to maximizethe commonwelfare. When

sucha systemhasno centralizedauthoritywith to-

tal knowledgeof the systemmakingdecisionsthis

becomesa distributed algorithmic mechanisnde-

sign (DAMD) problem[9], a currentareaof study
which combinescomputationatractability in theo-
retical computersciencewith incentive-compatible
mechanisndesignin the economicditerature.

To illustrate the power of sucheconomicsystems,
we focuson the specificproblemof fair sharingin
p2p storagesystems althoughour techniquescan
potentiallybe extendedto discussfairnessn band-
width consumptiorand otherresources.Section2
discussesdwersarialmodelsthat a storagesystem
must be designedto address. Section3 discusses
differentapproacheto implementingfairnesspoli-
cies in p2p storagesystems. Section4 presents
some simulation results. Finally, Section5 dis-
cusseselatedwork andSection6 concludes.

2 Models

Our goalis to supporta notion of fair sharingsuch
as limiting ary given nodeto only consumingas

much of the network’s storageasit providesspace
for othersonits localdisk. A centralizedoroker that

monitoredall transactiongould accomplishsucha

feat, but it would not easilyscaleto large numbers
of nodesandit wouldform asinglepointof failure;

if the broker wasoffline, all file storageoperations
would beunableto proceed.

We will discussseveral possibledecentralizedde-
signsin Section3, wherenodesin the p2p network
keeptrackof eachothers’usagehut first we needto
understandhe threatssucha designmustaddress.
It is possiblethat somenodesmay wish to collude
to corruptthe system perhapgainingmorestorage
for eachotherthanthey collectively provide to the
network. We considetthreeadwersariaimodels:



No collusion Nodes,acting on their own, wish to
gainanunfair advantageover the network, but
they have no peerswith whichto collude.

Minority collusion A subsebf the p2pnetwork is
willing to form a conspirag to lie abouttheir
resourceusage. However, it is assumedhat
mostnodesn thep2pnetwork areuninterested
in joining the conspirag.

Minority bribery The adwersarymay choosespe-
cific nodesto join the conspirayg, perhapsof-
fering thema bribe in the form of unfairly in-
creasedesourcaisage.

Thispaperfocusegprimarily onminority collusions.
While briberyis perfectlyfeasible andwe maywell
even be able to build mechanismghat are robust
againstbribery it is entirelyunclearthatthe lower-
level p2p routing and messagingsystemscan be
equallyrobust. In studyingroutingsecurityfor p2p
systemsCastroet al. [3] focusedonly on minority
collusions.Minority briberywouldallow verysmall
conspiracief nodesto defeatthe securerouting
primitives. For the remainderof this paper we as-
sumethe correctnessf theunderlyingp2psystem.

We notethatthe ability to consumeaesourcessuch
asremotedisk storageijs aform of curreng, where
remoteresourceshave more value to a nodethan
its local storage.Whennodesexchangetheir local

storagdor others’remotestoragethetradebenefits
bothparties giving anincentive for themto cooper

ate.As such thereis noneedor cashor otherforms
of moneg to exchangehands;the storageeconomy
canbeexpressedtrictly asa bartereconomy

3 Designs

In this section,we describethree possibledesigns
for storageaccountingsystems For all of thesede-

signs,we assumehe existenceof a public key in-

frastructure,allowing ary nodeto digitally signa

documensuchthatary othernodecanverify it, yet

it is computationallyinfeasiblefor othersto forge.

Likewise, for ary of thesedesignsit is imperatve
to ensurethat nodesare actually storing the files
they claim to store. This is guaranteedy the fol-
lowing challenge mechanism.For eachfile a node
is storing, it periodically picks a nodethat storesa
replicaof the samefile asa tamget, and notifiesall
otherreplicasholdersof thefile thatit is challenging

thattamget. Thenit randomlyselectsafew blocksof

the file andqueriesthe target for the hashof those
blocks. Thetalgetcananswercorrectlyonly if it has
thefile. Thetamget may askanotherreplicaholder
for acopy of thefile, but ary suchrequesturinga
challengewould causehechallengeto benotified,
andthusableto restarthechallengdor anothefile.

3.1 Smart cards

The original PAST paper[7] suggestedhe useof
smartcardsto enforcestoragequotas. The smart
cardproducessignedendorsementsf a nodes re-
queststo consumeremotestorage while chaging
that spaceto an internalcounter When storageis
reclaimed,the remotenodereturnsa signedmes-
sagethatthe smartcard canverify beforecrediting
its internalcounter

Smartcardsavoid the bandwidthoverheadsf the
decentralizedlesigngdiscussedh this paper How-
ever, smartcardsmustbeissuedoy atrustedorgani-
zation,andperiodicallyre-issuedo invalidatecom-
promisedcards.This requiresa businessmodelthat
generatesevenueso cover the costof runningthe
organization.Thus,smartcardsappearto beunsuit-
ablefor grassrootp2psystems.

3.2 Quotamanagers

If eachsmartcardwasreplacedby a collection of
nodesin the p2p network, the samedesignwould
still be applicable. We candefinethe manayer set
for a nodeto be a set of nodesadjacentto that
nodein theoverlaysnodeindentifier(nodeld)space,
making them easyfor other partiesin the overlay
to discorer andverify. Eachmanagemustremem-
ber the amountof storageconsumeddy the nodes
it managesand mustendorseall requestdrom the
managednodesto store new files. To be robust
againstminority collusion,aremotenodewouldin-
sistthata majority of the managenodesagreethat
agivenrequesis authorizedrequiringthemanager
setto performa Byzantineagreemenprotocol[4].

Thedrawvbackof this designis thatrequestapprwal
hasarelatively highlatengy andthenumberof mali-
cousnodesn ary managesetmustbelessthanone
third of the setsize. Furthermoremanagersufer
no direct penaltyif they grantrequestghat would
becorrectlydenied,andthuscouldbevulnerableo
briberyattacks.



3.3 Auditing

While the smart card and quota managerdesigns

arefocusedon enforcingquotas,an alternatve ap-
proachis to require nodesto maintaintheir own
recordsandpublishthem,suchthatothernodescan
auditthoserecords.Of coursenodeshave noinher
entreasorto publishtheir recordsaccurately This
subsectiomescribeshon we cancreatenaturaleco-
nomicdisincentvesto nodedying in their records.

3.3.1 Usagefiles

Every nodemaintainsa usage file, digitally signed,
which is availablefor ary othernodeto read. The
usagdile hasthreesections:

e theadvertisedcapacitythis nodeis providing
to thesystem;

e alocal list of (nodeldfileld) pairs,containing
theidentifiersandsizesof all filesthatthenode
is storinglocally on behalfof othernodes;and

e aremotdist of filelds of all thefiles published
by this node(storedremotely) with their sizes.

Togetherthe local andremotelists describeall the
creditsand debitsto a nodes account. Note that
the nodeldsfor the peersstoring the files are not
storedin the remotelist, sincethis informationcan
be found using mechanismsn the storagesystem
(e.g.,PAST). We saya nodeis “under quota; and
thus allowed to write new files into the network,
whenits adwertisedcapacityminus the sum of its
remotelist, chaging for eachreplica,is positive.

Whena nodeA wishesto storeafile F; on another
nodeB, first B mustfetchA’susagdile to verify that
A is underquota. Then,two recordsarecreated:A

addsF; to its remotelist and B adds(A, F;) to its

locallist. Thisis illustratedin Figurel. Of course,
A might fabricatethe contentsof its usagefile to

corvince B to improperlyacceptts files.

We must provide incentivesfor A to tell the truth.
To gamethe system,A might normally attemptto
either inflate its adwertisedcapacityor deflatethe
sumof its remotelist. If A wereto increasdts ad-
vertisedcapacitybeyond the amountof disk it ac-
tually has,this might attractstoragerequestshat A
cannothonor assumingthe p2p storagesystemis
operatingat or nearcapacity which is probablya
safeassumption.A might compensatdy creating

Local: (C,Fs), (A,Fs)

Local: (A,F1)
Remote:R

Local: (B,F,)
Remote:FR;

Figurel: A p2pnetwork with local/remotdists.

fraudulententriesin its local list, to claim the stor
ageis beingused. To prevent fraudulententriesin
eitherlist, we definean auditing procedurethat B,
or ary othernode,mayperformonA.

If B detectghatF; is missingfrom A’s remotelist,
then B canfeel free to deletethe file. After all,
A is no longer “paying” for it. Becausean audit
could be gamedif A knew the identity of its au-
ditor, anorymous communicationis required,and
can be accomplishedusing a techniquesimilar to
Crowds[12]. Solong asevery nodethathasare-
lationshipwith A is auditingit at randomlychosen
intenals, A cannotdistinguishwhetherit is being
auditedby B or ary othernodewith files in its re-
motelist. We referto this processasanormalaudit

Normalauditing,alone,doesnotprovide adisincen-
tive to inflation of the local list. For every entryin
A'slocallist, thereshouldexist anentryfor thatfile
in anothemodesremotelist. An auditorcouldfetch
theusagsdile from A andthenconnecto everynode
mentionedn A’s local list to testfor matchingen-
tries. Thiswould detectinconsistencies A’'susage
file, but A couldcolludewith othernodedo pushits
debtsoff its own books. To fully auditA, the au-
ditor would needto auditthe nodesreachabldrom
A’slocallist, andrecursvely auditthenodesreach-
able from thoselocal lists. Eventually the audit
would discover a cheatinganchor wherethe books
did not balance(seeFigure2). Implementingsuch
arecursve auditwould be prohibitively expensve.
Instead,we requireall nodesin the p2p overlay to
performrandomauditing With alower frequeng
thantheir normal audits,eachnodeshouldchoose
a nodeat randomfrom the p2p overlay The audi-
tor fetchesthe usagdfile, andverifiesit againstthe
nodesmentionedn thatfile’s local list. Assuming
all nodesperformtheserandomauditson a regular
schedule gvery nodewill be audited,on a regular
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Figure 2: A cheatingchain, where nodeA is the
cheatinganchor

basiswith high probability

How high? Consideranetwork with n nodeswhere
¢ < nnodesareconspiring.The probabilitythatthe
cheatinganchoris not randomauditedby ary node
in one periodis (2=2)""° > 1/e ~ 0.368, andthe
cheatinganchorwould be discoveredin threeperi-
odswith probability higherthan95%.

Recallthat usagefiles aredigitally signedby their
node.Oncea cheatinganchorhasbeendiscovered,
its usagdile is effectively a signedconfessiorof its
misbehaior! This confessioncanbe presentedas
evidencetoward ejectingthe cheaterfrom the p2p
network. With the cheatinganchorejected,other
cheatersvho dependedan the cheatinganchorwill

now beexposedandsubjectto ejection themseles.

We note that this designis robust even against
bribery attacks,becausdhe collusionwill still be
discoreredandthe cheatersjected. We alsonote
that since everybody including auditors, benefits
whencheatersare discoveredand ejectedfrom the
p2pnetwork, nodesdo have anincentive to perform
theserandomaudits[8].

3.3.2 Extensions

Selling overcapacity As describedabore, anode
cannotconsumemore resourcesrom the network
thanit providesitself. However, it is easyto imag-
ine nodeswho want to consumemore resources
thanthey provide, and, likewise, nodeswho pro-
vide more resourceghan they wish to consume.
Naturally this overcapacitycould be sold, perhaps
throughanonlinebiddingsysten5], for real-world
moneg. Thesetradescould be directly indicatedin
the local andremotelists. For example,if D sells
1GBto E, D canwrite (E, 1GB trade)in its remote
list, andE writes(D, 1GBtrade)in its locallist. All

theauditingmechanismsontinueto function.

Reducing communication Anotherissueis that
fetchingusagelogs repeatedlycould resultin seri-

ouscommunicatioroverheadparticularlyfor nodes
with slow netconnections.To addresghis, we im-

plementedthree optimizations. First, ratherthan
sendingthe usagelogs through the overlay route
usedto reachit, they can be sentdirectly over

the Internet: one hop from the target nodeto the

anorymizing relay and one hop to the auditing
node.Secondsinceanentryin aremotelist would

be auditedby all nodesreplicatingthe logs, those
replicascanalternatelyauditthat nodeto sharethe

costof auditing. Third, we canreducecommunica-
tion by only transmittingdiffs of usagelogs, since
thelogschangeslowvly. We mustbe carefulthatthe

anorymity of auditorsisn't compromisedperhaps
usingversionnumbergo actascookiesto trackau-

ditors. To addresshis, the auditor needsto, with

someprobability requesthe completeusagdogs.

4 Experiments

In this section,we presentsomesimulationresults
of the communicatiorcostsof the quotamanagers
andtheauditingsystem.For oursimulationswe as-
sumeall nodesarefollowing therulesandno nodes
are cheating. Both storagespaceandfile sizesare
chosenfrom truncatednormal distributiong. The
storagespaceof eachnodeis chosenfrom 2 to
200GB, with an averageof 48GB. We varied the
averagefile size acrossexperiments. In eachday
of simulatediime, 1% of thefiles arereclaimedand
republished. Two challengesare madeto random
replicasperfile anodeis storingperday.

For quotamanagersweimplementedCastroetal.s
BFT algorithm[4]. With amanagessetsizeof ten,
the protocolcantoleratethreenodeswith byzantine
faultsin arny manageiset. For auditing,normalau-
dits are performedon averagefour times daily on
eachentryin anodes remotelist andrandomaudits
aredoneonceperday We simulatedbothwith and
without theappend-onlyog optimization.

Our simulations include pernode overhead for

1The bandwidthconsumedor auditingis dependentn the
number ratherthan the size, of files being stored. We also
performedsimulationsusingheary-tailedfile sizedistributions
andobtainedsimilar results.



Pastry-stylerouting lookups as well as choosing
one node, at random, to createone level of in-

direction on audit requests. The latter provides
weak anorymity sufficient for our purposes.Note
thatwe only measurghe communicatioroverhead
due to storageaccounting. In particular we ex-

cludethe costof p2poverlay maintenancandstor

ing/fetchingof files, sinceit is not relevant to our
comparisonUnlessotherwisespecifiedall simula-
tions are donewith 10,000nodes,285 files stored
pernodesandanaveragenodelifetime of 14 days.

4.1 Results

Figure3 shaws the averageupstreanbandwidthre-
quired per node, as a function of the numberof
nodes(the averagerequireddownstreanbandwidth
is identical). The pernodebandwidthrequirement
is almostconstantthusall systemsscalewell with
thesizeof the overlay network.

Figure 4 shavs the bandwidth requirementas a
functionof thenumberof files storedpernode.The
overheadggrow linearly with the numberof files,
but for auditing without caching, it grows nearly
twice asfastasthe othertwo designs. Sincep2p
storagesystemsare typically usedto store large
files, this overheads not a concern.Also, the sys-
tem could chage for an appropriateminimum file
sizeto give usersanincentive to combinesmallfiles
into largerarchivesprior to storingthem.

Figure 5 shavn the overheadversusaveragenode
lifetime. The overheadfor quotamanagergrows
rapidly whenthe nodelifetime getsshortey mostly
from the costin joining and leaving managersets
andfrom voting for file insertionsfor new nodes.

Our simulationshave also shavn that quotaman-
agersaremoreaffectedby thefile turnoverrate,due
to the highercostfor voting. Also, the sizeof man-
agersetsdetermineghe vulnerability of the quota
managedesign.To toleratemore malicioushodes,
we needto increasehesizeof managesetswhich
would resultin a highercost.

In summaryauditingwith cachinghasperformance
comparabldéo quotamanagersbhut is not subjectto
briberyattacksandis lesssensitve to thefractionof
maliciousnodes. Furthermorejn a variety of con-
ditions,theauditingoverheads quitelow — only a
fractionof atypical p2pnodes bandwidth.
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5 RelatedWork

Tangler [15] is designedto provide censorship-
resistanpublicationover a smallnumberof seners
(i.e.,< 30), exchangingdatafrequentlywith onean-
other To maintainfairness;,Tanglerrequiresseners
to obtain“certificates”from othersenerswhich can
be redeemedo publishfiles for a limited time. A
new sener canonly obtainthesecertificatesoy pro-
viding storagdor the useof othersenersandis not
allowed to publishanything for its first monthon-
line. As such,nev senersmusthave demonstrated
good serviceto the p2p network before being al-
lowedto consumeary network services.

The Eternity Service[2] includesanexplicit notion
of electroniccash,with which userscan purchase
storagespace.Oncepublished,a documentcannot
bedeletedgvenif requestedby the publisher

Fehrand Gachters study consideredan economic
gamewhereselfishnessvasfeasiblebut could eas-
ily bedetected8]. Whentheir humantestsubjects
weregiven the opportunityto spendtheir money to

punishselfishpeersthey did so,resultingin a sys-
tem with lessselfishbehaiors. This result helps
justify thatuserswill bewilling to paythe costsof

randomaudits.

6 Conclusions

This paper has presentedtwo architecturesfor
achieving fair sharingof resourcesn p2pnetworks.
Experimentalresultsindicate small overheadsand
scalability to large numbersof files andnodes. In
practice,auditing providesincenties, allowing us
to benefitfrom its increasedesistanceo collusion
andbriberyattacks.
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