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Abstract

Self-oganizing peerto-peer (p2p) overlay networks like
CAN, Chord, Pastry and Tapestry (also called distributed
hashtablesor DHTS) offer a novel platform for a variety
of scalableanddecentalizeddistributedapplications.These
systemgprovide efficientandfault-tolerantrouting, objectlo-
cation, and load balancingwithin a self-oiganizingoverlay
network. Oneimportantaspectof thesesystemss howthey
exploit networkproximityin theunderlyinginternet.

Threebasicapproadceshavebeenproposedo exploit net-
work proximityin DHTSs, geographidayout, proximity rout-
ing and proximity neighbourselection In this position pa-
per, we briefly discussthe three approacdes, contrast their
strengthsand shortcomingsand considertheir applicabil-
ity in the differentDHT routing protocols. We concludethat
proximityneighborselectionwhenusedn DHTswith prefix-
basedroutinglike Pastryand Tapestryis highly effectiveand
appeasto dominatethe otherapproades.

I ntroduction

Several recentsystemqCAN [4], Chord[9], Pastry[6] and
Tapestry[10]) provide a self-omganizingsubstratdor large-
scalepeerto-peerapplications Thesesystemsanbeviewed
asproviding a scalable fault-tolerantdistributed hashtable
(DHT), in which ary item canbe locatedwithin a bounded
numberof routinghops,usinga smallpernoderoutingtable.

DHTs assigna live nodein the overlay to eachkey and
provide primitivesto senda messagé¢o a key. Messagesire
routedto the live nodethatis currently responsibldor the
destinatiorkey. Keys arechoserfrom alargespaceandeach
nodeis assignedinidentifier(nodeld choserfrom thesame
space Eachnodemaintainsa routingtablewith nodeldsand
IP addressesf othernodes. DHTs usetheserouting tables
to assignkeysto live nodes.For instancejn Pastry akey is
assignedo the live nodewith nodeldnumericallyclosestto
thekey.

In the simplestcase DHTs canbe usedto storekey-value
pairs muchlike centralizedhashtables. Lookup andinsert
operationscan be performedin a small numberof routing
hops. The overlay network is completelyself-organizing,

and eachnode maintainsonly a small routing table with
size constantor logarithmicin the numberof participating
nodes.DHTs canbe usedasa platformfor a variety of dis-
tributed applications,including archival stores[2, 7, 3] and
application-leel multicast[8, 11].

While there are algorithmic similarities amongthe pro-
posedDHTSs, oneimportantdistinctionlies in the approach
they take to consideringandexploiting proximity in the un-
derlying Internet. Consideringnetwork proximity is impor-
tant, becausetherwise,a lookup to a key-valuepair thatis
storedon a nearbynode may be routedthroughnodesthat
are far away in the network (on differentcontinentsin the
worstcase).Threebasicapproachebave beensuggestedor
exploiting proximity in theseDHT protocols[5]:

i) GearaphicLayoutThe nodeldsareassignedn a manner
thatensureshatnodegthatareclosein the network topology
areclosein thenodeldspace.

if) ProximityRoutingTheroutingtablesarebuilt withouttak-

ing network proximity into accountout theroutingalgorithm
choosesa nearbynodeat eachhop from amongthe onesin

the routing table. Routing strikes a balancebetweenmak-
ing progressowardsthe destinatiorin the nodeldspaceand
chosingthe closestrouting table entry accordingto the net-
work proximity.

iii) ProximityNeighbourSelectiorRoutingtableconstruction
takesnetwork proximity into account.Routingtable entries
are chosento referto nodesthat are nearbyin the network

topology amongall live nodeswith appropriatenodelds.The

distancetraveled by messagesanbe minimizedwithout an

increasean the numberof routinghops.

Proximity neighbourselectioris usedin TapestryandPas-
try. ThebasicChordandCAN protocolsdo notconsidemet-
work proximity atall. However, geographidayoutandprox-
imity routinghave beenconsideredor CAN [4], geographic
layout and proximity neighborselectionare currently being
consideredor usein Chord[2].

Background
We begin with abrief descriptiorof four DHT protocols Pas-
try, TapestryCAN andChord.

In Pastry keys and nodeldsare 128 bits in lengthsand
can be thoughtof as a sequenceof digits in basel6. A



nodesroutingtableshasapproximatelyfiogi6 /N rows and16
columns.The 16 entriesin row n of theroutingtablereferto
nodeswhosenodeldssharethefirst n digits with the present
nodesnodeld;then+1th nodelddigit of anodein columnm
of row n equalsn. Thecolumnin row n correspondingo the
valueof then + 1'sdigits of thelocalnodes nodeldremains
empty Routingin Pastryrequiresthatat eachroutingstep,a
nodenormallyforwardsthe messagéo anodewhosenodeld
shareswith the key a prefix thatis at leastone digit longer
than the prefix that the key shareswith the presentnodes
id. If no suchnodeis knawn, the messages forwardedto
anodewhosenodeldsharesa prefix with the key aslong as
thecurrentnode,but is numericallycloserto thekey thanthe
presentnodes id. The expectednumberof routing hopsis
approximatelfog V.

Tapestryis very similarto Pastrybut differsin its approach
to locatingthe numericallyclosestodein the sparselypop-
ulatednodeldspaceandin how it manageseplication.Pas-
try usesoverlappingsetsof neighboringnodesin the nodeld
space(leaf sets),both to locatethe destinationin the final
routinghop,andto storereplicasof dataitemsfor faulttoler-
ance.Tapestryusesa differentconceptcalledsurrogateout-
ing to locatethe destination,andit insertsreplicasof data
items using differentkeys. The approachto achieving net-
work locality is very similarin bothsystems.

The Chord protocol forwards messagesn eachrouting
stepto a nodethatis numericallycloserto the key. Unlike
PastryandTapestryChordforwardsmessagesnly in clock-
wisedirectionin thecircularid space.To forwardmessages,
eachChord node maintainsa finger table, consistingof up
to 128 pointersto otherlive nodes.Theith entryin thefin-
gertableof noden refersto a nodewith the smallestnodeld
clockwisefrom n + 2i~1. Notethatthefirst entry pointsto
n’ssuccessgrandsubsequerdgntriesreferto nodesatrepeat-
edly doubling distancefrom n. Eachnodein Chordalso
maintainsa setof clockwiseneighborsin the nodeldspace
(thesuccessaolist). The expectednumberof routing hopsin
Chordis log, N.

CAN routesmessagesn a d-dimensionalspace,where
eachnode maintainsa routing table with O(d) entriesand
ary node canbe reachedin O(dN'/4) routing hops. The
entriesin the routing table are nodesthat are neighbourgo
the currentnodein the d-dimensionalkspace.Unlike Pastry
TapestryandChord,CAN’sroutingtabledoesnot grow with
thenetwork size,but the numberof routinghopsgrowsfaster
thanlogN in this case.

The choiceof entriesin the routing tablesof Chord and
CAN is tightly constrained.The CAN routing table entries
referto specificneighboringnodesin eachdimensionwhile
the Chordfinger table entriesrefer to specificpointsin the
nodeldspace.With Tapestryand Pastry on the otherhand,
routing tableentriescanbe choserarbitrarily from an entire
segmentof the nodeldspacewithout ary impacton the ex-
pectednumberof routing hops. This greatlyfacilitatesprox-

imity basedcheighborselection.

Geogr aphic Layout
Geographidayoutwasexploredasonetechniqueo improve
routingperformancen CAN. Thetechniqueattemptgo map
thed-dimensionabpaceontothe physicalnetwork, suchthat
nodesthat are neighboursin the d-dimensionalspace(and
thereforein eachothersroutingtables)areclosein the phys-
ical network. In oneimplementationnodesneasurehe RTT
betweerthemselesandasetof landmarksenersto compute
thecoordinate®f thenodein the CAN space Thistechnique
canachievegoodperformancdutit hasthedisadwantagehat
it is notfully self-olganizing;it requiresa setof well-known
landmarkseners.In addition,it maycausesignificantimbal-
ancesdn thedistribution of nodesin the CAN spacehatlead
to hotspots.

When consideringthe use of this method in Chord,
Tapestryand Pastry additionalproblemsarise. Whilst geo-
graphiclayoutprovidesnetwork locality in therouting, it sac-
rificesthediversityof neighboringhodesn thenodeldspace,
which hasconsequencdsr failureresilienceandavailability
of replicatedkey/valuepairs.Both ChordandPastryhave the
propertythatthe integrity of their routingfabricis disrupted
whenan entireleaf setor successosetfails. Lik ewise,both
protocolsreplicatekey-value pairs on neighboringnodesin
the namespacéor fault tolerance. With a proximity-based
nodeldassignmentneighboringnodesdueto their proxim-
ity, aremorelik ely to suffer correlatedailuresor to conspire.

Proximity Routing

Proximity routingwasfirst proposedn CAN [4]. It involves
nochangego routingtableconstructiorandmaintenancée-
causerouting tablesare built without taking network prox-
imity into account. But eachnode measuregshe RTT to
eachneighbor(routing table entry) and forwards messages
to the neighborwith the maximumratio of progressin the
d-dimensionakpaceo RTT.

Sincethe numberof neighborsis small (2d on average)
andneighborsare spreadrandomlyover the network topol-
ogy, the distanceto the nearesheighboris likely to be sig-
nificantly larger thanthe distanceto the neareshodein the
overlay Additionally, this approachradesoff the numberof
hopsin thepathagainsthenetwork distancdraversedateach
hop; it may increasethe numberof hops. Becauseof these
limitations the techniqueis lesseffective thangeographical
layout.

Proximity routing has also beenusedin a version of
Chord[2]. Here,a small numberof nodesare maintained
in eachfinger table entry ratherthanone,and a messages
forwardedto the topologicallyclosestnodeamongthoseen-
trieswhosenodeldis closerto but counterclockwisérom the
message key. Sinceall entriesare chosenfrom a specific
region of the id space the expectedtopologicaldistanceto
thenearesamongtheentriesis likely to bemuchlargerthan
the distanceof the neareshodein the overlay. Furthermore,



it appearghatall theseentriesneedto be maintainedor this
techniqueto be effective becausenot all entriescanbe used
for all keys. This increaseghe overheadof nodejoins and
thesizeof routingtables.

We concludethatproximity routingaffordssomeimprove-
mentin routing performancebut thisimprovementis limited
by the factthata small numberof nodessampledrom spe-
cific portionsof the nodeldspacearenotlikely to beamong
the nodesthat are closestin the network topology As we
shall see, the structureof the routing tablesin Pastry and
Tapestryallow a muchlargerdegreeof freedomin theselec-
ton of entries,which hasa significantimpacton the routing
performance.

Proximity Neighbour Selection

TapestryandPastrys locality propertiesderive from mecha-
nismsto build routingtablesthattake network proximity into

account. They attemptto minimize the distance,according
to the proximity metric, to eachof the nodesthat appeaiin

anodes routing table, subjectto the constraintdmposedon

nodeld prefixes. Pastry ensureshe following invariantfor

eachnodesroutingtable:

Proximity invariant; Each entryin a node X’srouting ta-

ble refersto a nodethatis near X, accoding to the proxim-
ity metric,amongall live Pastry nodeswith the appropriate
nodeldprefix.

As a resultof the proximity invariant,a messagés nor-
mally forwardedin eachrouting stepto a nearbynode,ac-
cording to the proximity metric, amongall nodeswhose
nodeldshares longerprefix with thekey. Moreover, the ex-
pecteddistancetraveledin eachconsecutie routing stepin-
creasesxponentially becaus¢hedensityof nodesdecreases
exponentiallywith thelengthof the prefix match. Fromthis
property onecanderivetwo distinctpropertieof Pastrywith
respecto network locality:

Total distance traveled The expecteddistanceof the last
routing steptendsto dominatethetotal distanceraveledby a
messageAs aresult,the averagetotal distanceraveledby a
messagexceedghedistanceébetweersourceanddestination
nodeonly by asmallconstantalue.

Local route convergence The pathsof two Pastrymessages
sentfrom nearbynodeswith identicalkeys tendto corverge
at a nodenearthe sourcenodes,in the proximity space.To
seethis, obsene that in eachconsecutie routing step, the
messagesavel exponentiallylargerdistancesowardsanex-
ponentiallyshrinking setof nodes. Thus, the probability of
a routecorvergenceincreasesn eachstep,evenin the case
where earlier (smaller) routing stepshave moved the mes-
sagedartherapart. This resulthassignificancefor caching
applicationdayeredon Pastry

The routing algorithmsin Pastryand Tapestryallow very
effective proximity neigborselectionbecausdhereis free-
dom to choosenearbyrouting table entriesfrom amonga
large set of nodes. This leadsto very good route locality

propertiesMoreover, thejoin protocolallows Pastryto iden-
tify appropriatenearbynodesby performaningonly a small
numberof network probes.Analysisandsimulationson two
Internettopologymodelspresentedhn [1] confirmthis.

CAN alsoproposeda limited form of proximity neighbor
selectionin which several nodesare assignedo the same
zonein thed-dimensionabpace Eachnodeperiodicallygets
a list of the nodesin a neighboringzoneand measureshe
RTT to eachof them. The nodewith the lowestRTT is cho-
senasthe neighborfor thatzone. This techniques lessef-
fective thanthoseusedin Tapestryand Pastrybecausesach
routingtableentryis choserfrom a smallsetof nodes.

Observations

Geographicalayoutmaybe an attractive approactfor CAN
but it canhave a negative impacton thefault-tolerancerop-
ertiesof the otherthreeDHTs. DHTs like PastryandChord
rely on the diversity of neighboringnodesin the namespace
for integrity of the routing fabric andfor replicationof key-
value pairs. Applying geographidayoutto theseprotocols
thusraisesadditionalconcerns.Evenin CAN, constructing
thelayoutin acompletelyself-oganizingfashionmayprove
difficult. Whenlandmarksenersare used,they needto be
managedo remainavailable, and may becomebottlenecks
underheavy load or denialof serviceattacks.

Proximity routingrequiresno changeso routingtablecon-
struction and maintenancemechanismsvhereasproximity
neighborselectionrequiresmore expensve mechanismsin
return, proximity neighborselectionis more effective be-
causerouting table entriesare chosento be refer to nearby
nodesin thefirst place. However, proximity routing should
be sufficient to largely avoid the really bad cases,suchas
routingto a differentcontinent thenreturning.

The effectivenes®f proximity neighborselectionrdepends
ontheroutingalgorithmusedby the DHT. Algorithmswhere
routing table entriescan be selectedrom amonga large set
of candidateareableto achierealoweraveragehopdistance
thanthosethatimposemore constraintson routing tableen-
tries. Therefore this techniqués likely to be moreeffective
in PastryandTapestry

Thealgorithmdescribedn [1] shavsthatproximity neigh-
bor selectioncan be implementedn Pastrywith low over-
headandthatit is very effective at exploiting network prox-
imity; it achieveslow delaysand rapid route corvergence.
Experiencevith applicationduilt ontop of Pastryshavsthat
this is important. It is currently an openquestionwhether
proximity neighborselectioncan be effectively appliedto
CAN andChord,or if other equallyeffective techniquesx-
ist to exploit network proximity in protocolslike CAN and
Chord.
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