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ABSTRACT

Incremental computation strives for efficient successive runs of applications by re-
executing only those parts of the computation that are affected by a given input
change instead of recomputing everything from scratch. To realize the benefits of
incremental computation, researchers and practitioners are developing new sys-
tems where the application programmer can provide an efficient update mecha-
nism for changing application data. Unfortunately, most of the existing solutions
are limiting because they not only depart from existing programming models, but
also require programmers to devise an incremental update mechanism (or a dy-
namic algorithm) on a per-application basis.

In this thesis, we present incremental parallel and distributed systems that
enable existing real-world applications to automatically benefit from efficient in-
cremental updates. Our approach neither requires departure from current models
of programming, nor the design and implementation of dynamic algorithms.

To achieve these goals, we have designed and built the following incremen-
tal systems: (i) Incoop — a system for incremental MapReduce computation; (ii)
Shredder — a GPU-accelerated system for incremental storage; (iii) Slider — a
stream processing platform for incremental sliding window analytics; and (iv) iThreads
— a threading library for parallel incremental computation. Our experience with
these systems shows that significant performance can be achieved for existing ap-
plications without requiring any additional effort from programmers.
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KURZDARSTELLUNG

Inkrementelle Berechnungen ermdglichen die effizientere Ausfithrung aufeinan-
derfolgender Anwendungsaufrufe, indem nur die Teilbereiche der Anwendung
erneut ausgefiirt werden, die von den Anderungen der Eingabedaten betroffen
sind. Dieses Berechnungsverfahren steht dem konventionellen und vollstindig
neu berechnenden Verfahren gegeniiber. Um den Vorteil inkrementeller Berech-
nungen auszunutzen, entwickeln sowohl Wissenschaft als auch Industrie neue Sys-
teme, bei denen der Anwendungsprogrammierer den effizienten Aktualisierungsmech-
anismus fiir die Anderung der Anwendungsdaten bereitstellt. Bedauerlicherweise
lassen sich existierende Losungen meist nur eingeschrankt anwenden, da sie das
konventionelle Programmierungsmodel beibehalten und dadurch die erneute En-
twicklung vom Programmierer des inkrementellen Aktualisierungsmechanismus
(oder einen dynamischen Algorithmus) fiir jede Anwendung verlangen.

Diese Doktorarbeit stellt inkrementelle Parallele- und Verteiltesysteme vor, die
es existierenden Real-World-Anwendungen ermoglichen vom Vorteil der inkre-
mentellen Berechnung automatisch zu profitieren. Unser Ansatz erfordert weder
eine Abkehr von gegenwértigen Programmiermodellen, noch Design und Imple-
mentierung von anwendungsspezifischen dynamischen Algorithmen.

Um dieses Ziel zu erreichen, haben wir die folgenden Systeme zur inkrementellen
parallelen und verteilten Berechnung entworfen und implementiert: (i) Incoop —
ein System fiir inkrementelle Map-Reduce-Programme; (ii) Shredder — ein GPU-
beschleunigtes System zur inkrementellen Speicherung; (iii) Slider — eine Plat-
tform zur Batch-basierten Streamverarbeitung via inkrementeller Sliding-Window-
Berechnung; und (iv) iThreads — eine Threading-Bibliothek zur parallelen inkre-
mentellen Berechnung. Unsere Erfahrungen mit diesen Systemen zeigen, dass
unsere Methoden sehr gute Performanz liefern konnen, und dies ohne weiteren
Aufwand des Programmierers.
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CHAPTER 1

Introduction

1.1 The Promise of Incremental Computation

Many real-world applications are inherently used in an incremental workflow, that
is, they are invoked repeatedly with only small changes in input. Common exam-
ples span a wide spectrum of applications including scientific simulations, large-
scale data analytics, reactive systems, robots, traffic control systems, scheduling
systems, etc. All these applications naturally arise in a number of domains, in-
cluding software systems, graphics, robotics, databases, and networked systems.
These applications interact with the physical world observing their input data con-
tinuously evolving over time, causing incremental and continuous modifications
to the property being computed. Therefore, these applications must respond to
such incremental modifications correctly and efficiently.

Such applications, when confronted with localized modifications to the input,
often require only small modifications to the output. Therefore, if we have tech-
niques for quickly identifying the parts of the output that are affected by the mod-
ifications and updating them while reusing the rest of the output, we will be able
to incrementally update the output in a significantly more efficient (and thus faster
and cheaper) way than recomputing the entire output from scratch [130].

To realize the benefits of incremental computation, researchers and practition-

ers are developing new systems where programmers can provide efficient update



mechanism for changing application data. These systems for incremental compu-
tation can be significantly more efficient than recomputing from scratch. How-
ever, most of the existing approaches have two major limitations: first, these sys-
tems depart from existing programming models, which prevents existing, non-
incremental programs from taking advantage of these techniques. Second, and
more importantly, these systems require programmers to develop efficient incre-
mental update mechanisms (or a dynamic algorithm) on a per-application basis.
While dynamic algorithms can be asymptotically more efficient than their con-
ventional non-dynamic versions, they can be difficult to design, implement, and
adapt even for simple problems because of their highly specialized nature [55, 60,
70, 71, 78, 83, 118]. Furthermore, dynamic algorithms are overwhelmingly de-
signed for the uniprocessor computing model, and thus cannot take advantage
of the parallelism offered in parallel and distributed platforms, which are increas-

ingly important in today’s computing world, as motivated next.

1.2 TheInevitability of Parallel & Distributed Systems

Parallel and distributed computing is the most prominent way of computing in
the modern environment. Clusters of multicore nodes have become ubiquitous,
powering not only some of the most popular consumer applications — Internet
services such as web search and social networks — but also a growing number of
scientific and enterprise workloads. This computing model is a departure from
the uniprocessor computing model where programs run on a single core machine.
This shift towards adopting parallel and distributed computing frameworks is
driven mainly by a continuous increase in the demand for computing cycles and
I/0O bandwidth to support these modern applications. The uniprocessor comput-

ing model is unable to meet these requirements mainly because increasing a pro-



cessor’s speed to get a boost in performance leads to the heat dissipation problem.
Also, the I/O bandwidth is limited by available disk and network bandwidth per
machine.

To overcome these limitations, the computing platforms are being designed
to increase the parallelism by scaling-them-up as well as by scaling-them-out. In the
scaled-up architecture each node consists of a diverse mix of 100s of cores com-
prising of CPUs and GPUs. These cores operate at a lower frequency to minimize
the heat dissipation problem. The scaled-out architecture consists of tens of thou-
sands of those nodes with their corresponding networking and storage subsystems
to facilitate I/O parallelization. Thus, the combination of parallel and distributed
computing platform provides even more compute cycles and also mitigating the
I/0O bottlenecks.

The parallel and distributed computing platforms comes with several chal-
lenges requiring programmers to manage parallelization, synchronization, load-
balancing, fault-tolerance, distributing the data, and communication. To reduce
these complexity, programming models such as MapReduce [67], and pt hread [15].
Due to the growing importance of these computing frameworks, in this work, we
focus on building systems to support incremental computation in parallel and dis-

tributed systems.

1.3 Thesis Research: Incremental Systems

Thesis statement Incremental systems enable practical, automatic, and efficient in-
cremental computation in real-world parallel and distributed computing.
To this end, our work targets building incremental systems that require neither

aradical departure from current models of programming nor complex, application-



specific dynamic algorithms (which, to reiterate, are challenging to design and
implement).

The focus of our work is on two common computing paradigms, namely par-
allel and distributed computing. In particular, we focus on large-scale data pro-
cessing for distributed incremental computation, and multithreaded programs for
parallel incremental computation. To establish the practicality and benefit of the
envisioned incremental parallel and distributed frameworks, a crucial aspect of
this work is to design and implement incremental systems, and then evaluate the

solution with widely applicable case studies to demonstrate the benefits.

1.4 Self-Adjusting Computation

Our approach is to shift the burden of reasoning about how to efficiently process
incremental updates from the programmer to the system itself by building on the
principles that were developed in the field of self-adjusting computation [24, 25,
27,59, 87, 88, 103, 104] (a sub-field of programming languages research). The
key idea behind self-adjusting computation is to divide a computation into sub-
computations, and maintain a dependence graph between sub-computations. Given
changes in the input data, a change-propagation algorithm is used to update the
output by identifying the parts of the computation that are affected by the changes
and rebuilding only those parts. More precisely, self-adjusting computation com-
bines the following three techniques to incrementally update the output: dynamic
dependence graph, change propagation, and memoization.

The dynamic dependence graph or DDG can be viewed as a representation of the
data and control dependences in a computation. The DDG of a program is built
as the program is executed by tracking the control and data flow operations, and

using it to update the computation and the output when the inputs are modified.



Memoization caches the output of the sub-computations to avoid re-execution. Fi-
nally, the change propagation mimics a complete re-execution of the program with
the modified data, but only re-executes parts of the computation that depend on
the modification. Conceptually similar to cell updates in spreadsheets, the change
propagation algorithm takes full advantage of previously computed results rather
than re-executing everything from scratch on each input change.

Although the work on self-adjusting computation offers a general-purpose
framework for developing computations that can perform incremental updates
efficiently, it has not been applied to parallel and distributed systems. In this the-
sis, we extend the work on self-adjusting computation to support parallel and dis-

tributed computing.

1.5 Thesis Contributions

In this thesis, we present the design and implementation of the following incremen-
tal systems to enable practical, transparent, and efficient incremental computation

for real-world parallel and distributed computing.

Incoop is a system for incremental MapReduce computation [51, 53, 52]. Incoop
transparently detects changes between two files that are used as inputs to con-
secutive MapReduce jobs, and efficiently propagates those changes until the new
output is produced. The design of Incoop is based on memoizing the results of
previously run tasks, and reusing these results whenever possible. Doing this
efficiently introduces several technical challenges that are overcome with novel
techniques, such as a large-scale storage system called Inc-HDFS that efficiently
computes deltas between two inputs, a contraction phase for fine-grained updates,

and a memorization-aware scheduling algorithm.



Shredder is a GPU-accelerated system for incremental storage [50]. Shredder was
initially designed to improve Inc-HDFS, which has high computational require-
ments for detecting duplicate content using content-based chunking [114]. To ad-
dress the computational bottleneck, we designed Shredder, a high performance
content-based chunking framework for identifying deltas between two inputs in
Inc-HDFS. Shredder exploits the massively parallel processing power of GPUs to
overcome the CPU bottlenecks of content-based chunking in a cost-effective man-
ner. Shredder provides several novel optimizations aimed at reducing the cost
of transferring data between host (CPU) and GPU, fully utilizing the multicore
architecture at the host, and reducing GPU memory access latencies. We used
shredder to implement a GPU-accelerated Inc-HDFS for incremental MapReduce
computation. In addition, we show that Shredder is a generic system to accelerate

incremental storage based on data deduplication

Slider is a batched stream processing platform for incremental sliding window
computation [47, 48]. Slider does not require programmers to explicitly manage
the intermediate state for overlapping windows, allowing the existing single-pass
applications to incrementally update the output every time the computation win-
dow slides. The design of Slider incorporates self-adjusting contraction trees, a set
of data structures and algorithms for transparently updating the output of data-
parallel sliding window computations as the window moves, while reusing, to the
extent possible, results from prior computations. Self-adjusting contraction trees
organize sub-computations into self balancing trees, with a structure that is better
suited to each type of sliding window computation (append-only, fixed-width, or
variable-width slides). Furthermore, they enable a split processing mode, where
a background processing leverages the predictability of input changes to pave

the way for a more efficient foreground processing when the window slides. We



also provide an extension of self-adjusting contraction trees to handle multiple-job

workflows such as query processing.

iThreads is a threading library to support parallel incremental computation tar-
geting unmodified C/C++ pthread-based multithreaded programs [49]. iThreads
supports shared-memory multithreaded programs: it can be used as a replace-
ment for pthreads by a simple exchange of dynamically linked libraries, with-
out even recompiling the application code. To enable such an interface, we de-
signed algorithms and an implementation to operate at the compiled binary code
level by leveraging operating system mechanisms encapsulated in a dynamically
linkable shared library. iThreads makes use of parallel algorithms for incremental
multithreading. The parallel algorithms record the intra- and inter-thread control
and data dependencies using a concurrent dynamic data dependency graph, and
use the graph to incrementally update the output as well as the graph on input
changes.

The newly proposed systems for incremental computation are limiting be-
cause they not only require substantial programming effort, but also lose backwards-
compatibility with widely deployed systems. Thus, there is still room for an im-
provement that can ignite the widespread adoption of these newly proposed sys-
tems. Our incremental systems push the limits of the state-of-the-art by applying
the principles and lessons learned in prior algorithms- and programming-language-
centric work to parallel and distributed systems, with the goal of building practical
incremental frameworks that enable existing real-world applications to automati-
cally benefit from efficient incremental updates. Our approach neither requires de-
parture from current models of programming, nor the invention and implementa-
tion of application-specific dynamic algorithms for incremental computation. Our

experience with these systems shows that our techniques can yield very good per-



formance, both in theory and practice, without requiring programmers to write

any special-purpose algorithms for incremental computation.

1.6 Organization

The remainder of the thesis is organized as follows.
In Chapter 2, we present the design and implementation of Incoop.
In Chapter 3, we present the design and implementation of Shredder.
In Chapter 4, we present the design and implementation of Slider.
In Chapter 5, we present the design and implementation of iThreads.

Finally, in Chapter 6, we conclude.



CHAPTER 2

Incoop: Incremental Batch Processing

In this chapter, we describe the design, implementation, and evaluation of
Incoop, a MapReduce framework for incremental computation. Incoop detects
changes to the input and automatically updates the output by employing an effi-
cient, fine-grained result reuse mechanism.

This chapter is organized as follows. We first motivate the design of Incoop
in Section 2.1. We next briefly highlight the contributions of Incoop in Section 2.2.
Thereafter, we present a brief background MapReduce in Section 2.3. We next
present an overview of Incoop in Section 2.4. The system design is detailed in
Sections 2.5, 2.6, and 2.7. We present an experimental evaluation of Incoop in
Section 2.9, and case-studies in Section 2.10. We present the related work in Sec-
tion 2.11. Limitations and conclusion are discussed in Section 2.12 and Section 2.13,

respectively.

2.1 Motivation

Distributed processing of large data sets has become an important task in the life
of various companies and organizations, for whom data analysis is an important
vehicle to improve the way they operate. This area has attracted a lot of attention

from both researchers and practitioners over the last few years, particularly after



the introduction of the MapReduce paradigm for large-scale parallel data process-
ing [67].

A usual characteristic of the data sets that are provided as inputs to large-scale
data processing jobs is that they do not vary dramatically over time. Instead, the
same job is often invoked consecutively with small changes in this input from one
run to the next. For instance, researchers have reported that the ratio between
old and new data when processing consecutive web crawls may range from 10 to
1000X [110].

Motivated by this observation, there have been several proposals for large-
scale incremental data processing systems, such as Percolator [121] or CBP [110],
to name a few early and prominent examples. In these systems, the programmer
is able to devise an incremental update handler (or a dynamic algorithm), which
can store state across successive runs, and contains the logic to update the output
as the program is notified about input changes. While this approach allows for
significant improvements when compared to the “single shot” approach, i.e., re-
processing all the data each time that part of the input changes or that inputs are
added and deleted, it also has the downside of requiring programmers to adopt a
new programming model and API. This has two negative implications. First, there
is the programming effort to port a large set of existing applications to the new
programming model. Second, it is often difficult to devise a dynamic algorithm

for incrementally updating the output as the input changes.

2.2 Contributions

In this chapter, we present the design and implementation of Incoop, a system for

large-scale incremental MapReduce computation [53]. Incoop extends the Hadoop
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open source implementation of the MapReduce paradigm to run unmodified MapRe-
duce programs in an incremental way.

The idea behind Incoop is to enable the programmer to automatically incre-
mentalize existing MapReduce programs without the need to make any modifica-
tions to the code. To this end, Incoop records information about executed MapRe-
duce tasks so that they can be reused in future MapReduce computations when
possible.

The basic approach taken by Incoop consists of (1) splitting the computation
into sub-computations, where the natural candidate for a sub-computation is a
MapReduce task; (2) memoizing the inputs and outputs of each sub-computation;
(3) in an incremental run, checking the inputs to a sub-computation and using the
memoized output without rerunning the task when the input remains unchanged.
Despite being a good starting point, this basic approach has several shortcomings

that motivated us to introduce several technical innovations in Incoop, namely:

* Incremental HDFS. We introduce a file system called Inc-HDFS that pro-
vides a scalable way of identifying the deltas in the inputs of two consecutive
job runs. This reuses an idea from the LBFS local file system [114], which is
to avoid splitting the input into fixed-size chunks, and instead split it based
on the contents such that small changes to the input keep most chunk bound-
aries. The new file system is able to achieve a large reuse of input chunks
while maintaining compatibility with HDFS, which is the most common in-

terface to provide the input to a job in Hadoop.

¢ Contraction phase. To avoid rerunning a large Reduce task when only a
small subset of its input changes, we introduce a new phase in the MapRe-
duce framework called the Contraction phase. This consists of breaking up

the Reduce task into smaller sub-computations that form an inverted tree,
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such that, when a small portion of the input changes, only the path from the

corresponding leaf to the root needs to be recomputed.

* Memoization-aware scheduler. We modified the scheduler of Hadoop to
take advantage of the locality of memoized results. The new scheduler uses
a work stealing strategy to decrease the amount of data movement across ma-
chines when reusing memoized outputs, while still allowing tasks to execute

on machines that are available.

We implemented Incoop by extending Hadoop and evaluated it using five
MapReduce applications. We also employed Incoop to demonstrate two important
use cases of incremental processing: incremental log processing, where we use Incoop
to build a framework to incrementally process logs as more entries are added to
them; and incremental query processing, where we layer the Pig framework on top

of Incoop to enable relational query processing on continuously arriving data.

2.3 Background

We first present a brief background on MapReduce programming model and the

associated run-time system.

2.3.1 MapReduce Programming Model

The MapReduce programming model, and a framework that implements it, was
tirst presented by Google [67] to simplify the development and deployment of
large-scale data-parallel applications. The framework provides two basic program-
ming constructs: Map and Reduce. The Map function takes a set of input values and
maps each value to a set of key-value tuples. The Reduce function takes a key and

a list of values as input and reduces the list to a final output value. Next, we de-
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scribe Hadoop!, an open-source implementation of the MapReduce programming

framework, that forms the basis of our system.

2.3.2 Hadoop Architecture

Hadoop provides a programming and runtime environment for developing and
deploying MapReduce programs on large clusters. The framework consists of two
main components: the Hadoop distributed file system (HDFS) and the Hadoop MapRe-

duce engine, which we describe next.

2.3.2.1 Hadoop Distributed File System

Large-scale data-parallel applications often process and generate tremendous amounts
of data, and managing data storage at that scale raises its own challenges. To ad-
dress these, the Hadoop storage component provides the Hadoop Distributed File
System (HDFS) that is specifically engineered to handle huge amounts of data, such

as the data that is used as input, or produced as the output of MapReduce jobs.

In HDEFS, the data is distributed across multiple Data-nodes, which are typ-
ically the same nodes that also execute the MapReduce jobs. To cope with the
tailure of an individual Data-node, data is replicated among a configurable number
of different nodes. Files in HDFS are split into smaller chunks of fixed size (e.g.,
64MB). To locate data blocks in HDFS, a centralized directory service running on
the Name-node enables clients to look up and access data. To cut the overhead for
maintaining data consistency, HDFS does not allow for modifying data once writ-
ten and provides only append-only interface. This design decision is driven by the
fact that MapReduce jobs only write data once and do not modify it afterwards,

since intermediate and final results of the jobs are written into new files.

'Hadoop: http:/ /hadoop.apache.org/

13



2.3.2.2 Hadoop MapReduce Engine

The Hadoop MapReduce engine implements the logic to coordinate the execution of
a MapReduce job on a cluster and distributes tasks to nodes. Users submit jobs to
the Job Tracker that splits the job into multiple Tasks, which can either consist of ap-
plying the Map function to a specific partition of the input, or applying the Reduce
function to a key and the associated values generated by the all Map functions. The
job execution is divided into the Map phase where all the Map tasks are executed,
and the Reduce phase, which starts upon completion of the Map phase, and where
the output of all the Map tasks is processed by the Reduce tasks.

The Job Tracker is responsible for keeping track of cluster utilization and progress
of the job, and performs all the scheduling decisions that determine where each
task is run. The granularity of Map tasks is determined by the fact that each Task
processes a file split (one or more chunk of the input file). On the other hand, the
granularity of Reduce tasks depends only on the input to the computation, given
that each Reduce task processes a single key and all corresponding values that were

emitted by the union of all Map tasks.

2.4 Overview

We present first a basic design that we use as a starting point, highlight the limita-
tions of this basic design, the challenges in overcoming them, and briefly overview
the main ideas behind Incoop, which addresses the limitations of the basic design.
Our basic strategy is to adapt the principles of self-adjusting computation to the

MapReduce paradigm, and in particular to Hadoop.
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2.4.1 Basic design

Our goal is to design a system for large-scale incremental data processing that is
able to leverage the performance benefits of incremental computation, while also
being transparent, meaning that it does not require changes to existing programs.

To achieve this goal, we apply the principles of self-adjusting computation to
the MapReduce paradigm. To remind the reader, self-adjusting computation [24,
26, 25,87, 59] offers a solution to the incremental computation problem by enabling
any computation to respond to changes in its data by efficiently recomputing only
the subcomputations that are affected by the changes. To this end, a self-adjusting
computation tracks dependencies between the inputs and outputs of subcompu-
tations, and, in incremental runs, only rebuilds subcomputations affected (transi-
tively) by modified inputs. To identify the affected subcomputations, the approach
represents a computation as a dependency graph of subcomputations, where two
sub-computations are data-dependent if one of them uses the output of the other
as input and control-dependent if one takes place within the dynamic scope of
another. Subcomputations are also memoized based on their inputs to enable
reuse even if they are control-dependent on some affected subcomputation. Given
the “delta”, the modifications to the input, a change-propagation algorithm pushes
the modifications through the dependency graph, rebuilding affected subcompu-
tations, which it identifies based on both data and control dependencies. Before
rebuilding a subcomputation, change propagation recovers subcomputations that
can be re-used, even partially, by using a computation memoization technique that
remembers (and re-uses) not just input-output relationships but also the depen-
dency graphs of memoized subcomputations [25].

In order to apply self-adjusting computation techniques to the Map-Reduce

paradigm, we first need to decide what forms a sub-computation. The natural
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Figure 2.1: Basic design of Incoop.

candidate is to use Map and Reduce tasks as sub-computations; this makes it pos-
sible to view the data-flow graph of the MapReduce job as the dependency graph.
Since the MapReduce framework implicitly keep track of this graph when imple-
menting the data movement and synchronization between the various tasks, the
dependency graph also captures the control dependencies.

This decision leads to our basic design, which is shown in Figure 2.1. In this
design, the MapReduce scheduler orchestrates the execution of every MapReduce
job normally, by spawning and synchronizing tasks and performing data move-
ment as in a normal MapReduce execution. To record and update the dependency
graph implicitly, our design includes a memoization server that stores a mapping
from the input of a previously run task to the location of the corresponding mem-
oized output. When a task completes, its output is memoized persistently, and a
mapping from the input to the location of the output is stored in the memoization
server. Then, during an incremental run, when a task is instantiated, the memoiza-
tion server is queried to check if the inputs to the task match those of a previous

run. If so, the system reuses the outputs from the previous run. Otherwise, the
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task runs normally and the mapping from its input to the location of the newly
produced output is stored in the memoization server.

This basic design raises a series of challenges, which we describe next. In
subsequent sections, we describe our key technical contributions that we propose

to address these challenges.

2.4.2 Challenge: Transparency

Self-adjusting computation requires knowing the modifications to the input in or-
der to update the output. To this end, it requires a new interface for making
changes to the input, so that the edits, which are clearly identified by the inter-
face, can be used to trigger an incremental update. We wish to achieve the effi-
ciency benefits of self-adjusting computation transparently without requiring the
programmer to change the way they run MapReduce computations. This goal
seems to conflict with the fact that HDFS (the system employed to store inputs to
MapReduce computations in Hadoop) is an append-only file system, making it im-
possible to convey input deltas (other than appends). To overcome this challenge,
we store the inputs and outputs of consecutive runs in separate HDEFS files and
compute a delta between two HDFS files in a way that is scalable and performs

well.

2.4.3 Challenge: Efficiency

To achieve efficient incremental updates, we must ensure that MapReduce compu-
tations remain stable under small changes to their input, meaning that, when exe-
cuted with similar inputs, many tasks are repeated and their results can be reused.
To define stability more precisely, consider performing MapReduce computations
with inputs I and I’ and consider the respective set of tasks that are executed, de-

noted T and T'. We say that a task t € T’ is not matched if t ¢ T, i.e., the task that is
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performed with input I’ is not performed with the input I. We say that a MapRe-
duce computation is stable if the time required to execute the unmatched tasks is
small, where small can be more precisely defined as sub-linear in the size of the
input.

In the case of MapReduce, stability can be affected by several factors, which we
can group into the following two categories: (a) making a small change to the in-
put can change the input to many tasks, causing these tasks to become unmatched;
(b) even if a small number of tasks is unmatched, these tasks can take a long time
to execute. To address these issues, we introduce techniques for (1) performing a
stable input partitioning; (2) controlling the granularity and stability of both Map
and Reduce tasks; and (3) finding efficient scheduling mechanisms to avoid unnec-

essary movement of memoized data.

Stable input partitioning. To see why using HDFS as an input to MapReduce
jobs leads to unstable computations, consider inserting a single data item in the
middle of an input file. Since HDFS files are partitioned into fixed-sized chunks,
this small change will shift each partition point following the input change by a
fixed amount. If this amount is not a multiple of the chunk size, all subsequent
Map tasks will be unmatched. (On average, a single insert will affect half of all Map
tasks.) The problem gets even more challenging when we consider more complex
changes, like the order of records being permuted; such changes can be common,
for instance, if a crawler uses a depth-first strategy to crawl the web, and a single
link change can move the position of an entire subtree in the input file. In this case,
using standard algorithms to compute the differences between the two input 